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Abstract

The structural, electronic, and optical properties of Ca2InAsO6 double perovskite ox-
ide are studied using the full potential linearized augmented plane wave (FP-LAPW)
method based on density functional theory (DFT). The tolerance factor (τ) and the
octahedral factor (µ) of about 0.84 and 0.45 are calculated, respectively, confirm-
ing that this compound forms a stable structure. Our calculations revealed that
Ca2InAsO6 is a semiconductor with a moderate Γ point direct bandgap of about 2.83
eV, obtained with the modified Becke-Johnson level of theory. Furthermore, optical
properties show interesting phenomena, as this material exhibits a good absorption
coefficient in the visible region of the spectrum. The tunable moderate bandgap and
good optical absorption in the visible light region suggest that the double perovskite
material is suitable for use in different electronic and optical applications, especially
in new energy production applications.
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Chapter 1

Introduction

Over the course of time, the large scale consumption of energy and depletion of
running energy sources at an alarming scale have inspired the scientific community
to explore the new resources of renewable energy [1]. In the past decade, due to the
variety of applications of double perovskite oxides, especially their great use in energy
production devices, they have attracted great interest from both theoretical and
experimental points of view. In recent years, double perovskite (DP) materials; have
attracted much attention due to their promising applications in different fields, such
as light-emitting diodes (LEDs), lasers, radiation detectors, and solar cells [2–6]. For
clean energy, the Organic-inorganic based perovskites of ABX3, where A is cations
of the tetrahedral site (Cs+, or CH3NH3), B is Pb metal at octahedral site, and
X is halogen atoms, are outstanding materials which have fascinated substantial
consideration in current years [7–9]. Their remarkable optical properties like a broad
absorption band in the visible region, tunable bandgap, high mobility, low carrier
effective masses, large photoconductivity, and lifetime with extended charge diffusion
capability [10–12]. The materials become more fascinating for solar cells with the
passage of time due to the sharpest increases in power conversion efficiency (PCE)
which extends to 25.6% presently from 3.8% in 2009 [13, 14].

The tremendous progress in PCE of Pb containing organic-based perovskites en-
ables them for optical and solar cells applications. However, challenges of instability
render their commercialization because of toxicity of lead, temperature, and mois-
ture/air. Therefore, the demand for nontoxic and stable makes the potential for
advanced solar cells technology [15, 16]. The instability problem of organic-based
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CHAPTER 1. INTRODUCTION

perovskite halides had been addressed by carbon encapsulation, integration of hy-
drophobic fractions, and multi-cation substitution. However, the toxicity due to Pb
only is removed by its substitution with other elements. The best Pb substitute reside
in the same group i.e., group-IVA germanium (Ge), and tin (Sn) [17,18]. However, it
is noted that the Sn containing perovskites are reduces their stability as compared to
Pb-based perovskites because of their fast deprivation in air. Furthermore, the sub-
stitution of Pb by Ge causes lessening of optical conductivity, light absorption, and
dielectric constant which decreases the optical performance of devices [19]. Clearly,
for the growth of the photovoltaic, and solar cells industry, the effective replacement
of Pb is very significant. In recent years, the complex replacement of Pb has been
incorporated by monovalent, and trivalent cations to explore the new derivate of per-
ovskite known as DPs. These have the formula A2B

′B′′X6, in that symbol A denotes
a large cation similar to Cs+ whereas, B′ and B′′ are reffered as monovalent and
trivalent cations, and X is halides or oxygen. Presently, DPs have become promis-
ing for photovoltaic, and solar cells [20]. It is anticipated that analysis of several
arrangements of B′ and B′′ can create prospects to find suitable high-efficiency Pb-
free DPs. In DPs the possible options of B′ site like K+, Rb+, Ag+, In+, Au+, and
B′′ site like Sb3+, Bi3+, etc. [21]. In literature, the synthetic protocol and remark-
able characterization and electro-optical characteristics have already been explored
for several inorganic DPs oxides. Brik et at., investigated the electronic structure
and optical characteristics of Ba2MgWO6. The bandgap of 2.48 eV and absorption
in the ultraviolet region [22]. Later on many DPs are explored and characterized
for different applications like Ba2HoReO6 for magnetic properties [23], Ba2SmNbO6

and Ba2ZnOsO6 for magnetic, thermodynamic, and thermoelectric [24, 25], doping
effect of Ba on transport behavior of Sr2TiMoO6 [26,27], A2FeReO6 (A = Sr, Ba) is
illustrated for 5d electrons effect on optical properties [28], and electronic behavior
of Ba2CdOsO6 . Moreover, Thind et al. investigated experimentally: KBaTeBiO6

and found a bandgap of 1.88 eV which makes it promising for solar cells.

This thesis has been arranged into six chapters, starting with the introductory
chapter. In Chapter 2, the schrödinger equation is discussed for charged particles
and is extended to the development of a generalized many-body schrödinger equation
for a system made up of electrons and nuclei where external magnetic and electric
fields are neglected. At the end of this chapter, The Hatree-Fock method, a tra-
ditional approach, is discussed, which is used to find approximate solutions of the
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CHAPTER 1. INTRODUCTION

wave function and the energy of a quantum many-body system in a stationary state.
In Chapter 3, an advanced theoretical approach, Density Functional Theory, is dis-
cussed, which provides a way to systematically map the many-body problem with
electron-electron interaction energy onto a single-body problem without electron-
electron interaction energy. At the end of this chapter, some approximations have
been discussed to determine the exact functionals for exchange and correlation. In
chapter 4, the details of the calculations are discussed thoroughly. In Chapter 5,
the structural, electronic, and optical properties have been discussed in detail, and
finally, in Chapter 6, all the results of the study are summarized.
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Chapter 2

Basic Quantum Mechanics

Quantum mechanics is a branch of physics that describes the behaviour of matter and
energy at the smallest scales, such as atoms and subatomic particles, although there
are also certain macroscopic systems it directly applies to. This chapter goes through
basic concepts and expressions, as well as the most basic forms that are applicable to
many-body systems. In quantum physics, particles have wavelike properties, and a
particular wave equation, the Schrödinger equation, governs how these waves behave.
The Schrödinger equation is different in a few ways from the other wave equations.
But these differences won’t keep us from applying all of our usual strategies for solving
a wave equation and dealing with the resulting solutions.

2.1 The Schrödinger Equation

The principle of density functional theory are conveniently expounded by making
reference to conventional wave function theory. Any problem in the electronic struc-
ture of matter is covered by Schrödinger’s equation [29]. In 1926, Erwin Schrödinger
attempted to characterize matter waves by using de Broglie’s connections to describe
hypothetical plane waves, resulting in the most generic form of the famous equation
named after him, the time-dependent Schrödinger equation [30]

ih̄
∂

∂t
= Ĥψ(r⃗, t) (2.1)

4



CHAPTER 2. BASIC QUANTUM MECHANICS

Where, Ĥ is the hamiltonian operator, h̄ is the dirac constant and ψ is the wave
function. It is often impracticable to use a complete relativistic formulation of the
formula; therefore Schrödinger himself postulated a non-relativistic approximation
which is nowadays often used, especially in quantum chemistry. Using the Hamilto-
nian for a single particle

Ĥ = T̂ + V̂ = − h̄2

2m
∇⃗2 + V (r⃗, t) (2.2)

leads to the (non-relativistic) time-dependent single-particle Schrödinger equation

ih̄
∂

∂t
ψ(r⃗, t) = [− h̄2

2m
∇⃗2 + V (r⃗, t)]ψ(r⃗, t) (2.3)

The Hamiltonian for N particles in three dimensions is

Ĥ =
N∑
i=1

p̂2i
2mi

+ V (r⃗1, r⃗2, . . . r⃗N , t) = − h̄
2

2

N∑
i=1

1

mi

+ V (r⃗1, r⃗2, . . . r⃗N , t) (2.4)

The corresponding Schrödinger equation reads

ih̄
∂

∂t
ψ(r⃗1, r⃗2, . . . r⃗N , t) = [− h̄

2

2

N∑
i=1

1

mi

∇2
i + V (r⃗1, r⃗2, . . . r⃗N , t)]ψ(r⃗1, r⃗2, . . . r⃗N , t)

(2.5)

2.2 Time-independent Schrödinger Equation

Special cases are the solutions of the time-independent Schrödinger equation, where
the Hamiltonian itself has no time-dependency (which implies a time-independent
potential V (r⃗1, r⃗2, . . . r⃗N) and the solutions therefore describe standing waves which
are called stationary states or orbitals). The time-independent Schrödinger equation
is not only easier to treat, but the knowledge of its solutions also provides crucial
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CHAPTER 2. BASIC QUANTUM MECHANICS

insight to handle the corresponding time-dependent equation. The time-independent
equation (2.5) is obtained by the approach of separation of variables, i.e. the spatial
part of the wave function is separated from the temporal part via [31].

Ψ(r⃗1, r⃗2, . . . r⃗N , t) = ψ(r⃗1, r⃗2, . . . r⃗N)τ(t) = ψ(r⃗1, r⃗2, . . . r⃗N)e
iEt
h̄ (2.6)

Furthermore, the l.h.s. of the equation reduces to the energy eigenvalue of the
Hamiltonian multiplied by the wave function, leading to the general eigenvalue equa-
tion

Eψ(r⃗1, r⃗2, . . . r⃗N) = Ĥψ(r⃗1, r⃗2, . . . r⃗N) (2.7)

Again, using the many-body Hamiltonian, the Schrödinger equation becomes

Eψ(r⃗1, r⃗2, . . . r⃗N) = [− h̄
2

2

N∑
i=1

1

mi

∇2
i + V (r⃗1, r⃗2, . . . r⃗N)]ψ(r⃗1, r⃗2, . . . r⃗N) (2.8)

2.3 The Many-Body System and Born-Oppenheimer (BO)
Approximation

Charged particles are present in all atomic and molecular systems. The Schrödinger
equation for a single electron, in which the electron moves in a Coulomb potential

ih̄
∂

∂t
ψ(r⃗) =

[
− h̄2

2m
∇⃗2 − e2

4πϵo

1

|r⃗|

]
ψ(r⃗) (2.9)

The so-called atomic units are introduced at this stage for future use for the
purpose of simplicity. That is, the electron mass me, the electron charge e, the
reduced Planck constant (Dirac constant), h̄ and the vacuum permittivity factor 4πϵo
are all equal to one [32]. The Schrödinger equation for the single electron simplifies

6



CHAPTER 2. BASIC QUANTUM MECHANICS

to

Eψ(r⃗) =

[
−1

2
∇⃗2 − 1

|r⃗|

]
ψ(r⃗) (2.10)

The Schrödinger equation can be solved analytically in this way. Although the
Schrödinger equation will soon be analytically accessible for the description of matter,
including atoms. The use of (2.8) allows the development of a generalized many-
body Schrödinger equation for a system made up of N electrons and M nuclei, where
external magnetic and electric fields are neglected.

Eiψi(r⃗1r⃗2 . . . r⃗N ; R⃗1R⃗2 . . . R⃗N) = Ĥψ(r⃗1r⃗2 . . . r⃗N ; R⃗1R⃗2 . . . R⃗N) (2.11)

Equation (2.11) does not seem overly complicated on the first look, but an exam-
ination of the corresponding molecular Hamiltonian

Ĥ = − h̄2

2me

N∑
i=1

∇2
i −

h̄2

2Mk

M∑
k=1

∇2
k −

N∑
i=1

M∑
k=1

Zke
2

rik
+

1

2

N∑
i=1

N∑
j>i

e2

rij
+

1

2

M∑
k=1

M∑
l>k

ZkZl
Rkl

(2.12)

reveals the real complexity of the equation. In equation (2.12), Mk represents
the nuclear mass in atomic units (i.e. in units of the electron mass), Zk and Zl

represent the atomic numbers, and r⃗ij = |r⃗i − r⃗j|, r⃗ik = |r⃗i − r⃗k|, R⃗kl = |R⃗k −
R⃗l| represent the distances between electron-electron, electron-nucleus and nucleus-
nucleus respectively. A term-by-term interpretation of the right hand side in (2.12)
reveals that the first two terms correspond to the kinetic energies of the electrons and
nuclei. The latter three terms denote the potential part of the Hamiltonian in terms
of electrostatic particle-particle interactions. This is reflected by the corresponding
signs, where the negative sign denotes an attractive potential between electrons and
nuclei, whereas the positive signs denote repulsive potentials between electrons and
electrons as well as the nuclei among themselves [33].
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The Born-Oppenheimer approximation is one of the basic concepts underlying
the description of the quantum states of molecules. This approximation makes it
possible to separate the motion of the nuclei and the motion of the electrons. In
this discussion nuclear refers to the atomic nuclei as parts of molecules not to the
internal structure of the nucleus. The Born-Oppenheimer approximation neglects
the motion of the atomic nuclei when describing the electrons in a molecule. The
physical basis for the Born-Oppenheimer approximation is the fact that the mass of
an atomic nucleus in a molecule is much larger than the mass of an electron (more
than 1000 times). Because of this difference, the nuclei move much more slowly than
the electrons. In addition, due to their opposite charges, there is a mutual attractive
force of acting on an atomic nucleus and an electron. This force causes both particles
to be accelerated. Since the magnitude of the acceleration is inversely proportional to
the mass. The acceleration of the electrons is large and the acceleration of the atomic
nuclei is small; the difference is a factor of more than 1000. As a consequence, the
general Hamiltonian is replaced by the so-called electronic Hamiltonian from equation
(2.12)

Ĥ = − h̄2

2me

N∑
i=1

∇2
i −

N∑
i=1

M∑
k=1

Zke
2

rik
+

1

2

N∑
i=1

N∑
j>i

e2

rij
(2.13)

or in terms of operators

Ĥel = T̂ + Û + V̂ = T̂ + V̂tot (2.14)

Especially for problems of molecular physics and quantum chemistry, the electronic
Schrödinger equation is of major interest. But despite all simplifications a simple look
at equations (2.11) to (2.14) indicates that there are still a few more crucial points left
to deal with until a useful solution can be obtained. Inspection of equations (2.13)
and (2.14) shows that the kinetic energy term T̂ doesn’t depend on the nuclear
coordinates Rkl, or in other words, it is only a function of the electron number. Also
the electron-electron repulsion Û is the same for every system with only Coulomb
interactions. Therefore the only part of the electronic Hamiltonian which depends

8



CHAPTER 2. BASIC QUANTUM MECHANICS

on the atomic molecular system is the external potential V̂ caused by the nucleus-
electron interaction. Subsequently this also means that T̂ and Û only need the
electron number N as input and will therefore be denoted as   ‘universal’, whereas
V̂ is system-dependent. The expectation value of V̂ is also often denoted as the
external potential Vext, which is consistent as long as there are no external magnetic
or electrical fields [34]. As soon as the external potential is known, the next step is the
determination of the wave functions Ψi which contain all possible information about
the system. As simple as that sounds, the exact knowledge of the external potential
is not possible for most natural systems, i.e. in similarity to classical mechanics,
the largest system which can be solved analytically is a two body system, which
corresponds to a hydrogen atom. Using all approximations introduced up to now it
is possible to calculate a problem similar to H+

2 , a single ionized hydrogen molecule.
To get results for larger systems, further approximations have to be made.

2.4 Slater Determinant

A Slater determinant is an expression that describes the wave function of a multi-
fermionic system. It satisfies anti-symmetry requirements, and consequently the
Pauli principle, by changing sign upon exchange of two electrons (or other fermions)
[35]. Only a small subset of all possible fermionic wave functions can be written as a
single Slater determinant, but those form an important and useful subset because of
their simplicity. In the Hartree-Fock approach, the search is restricted to approxima-
tions of the N-electron wave function by an antisymmetric product of N (normalized)
one electron wave-functions, the so called spin-orbitals χi(x⃗i). A wave function of
this type is called Slater-determinant, and reads [36, 37].

ψo ≈ ϕSD = (N !)−
1
2

∣∣∣∣∣∣∣∣∣∣∣

χ1(x⃗1) χ2(x⃗1) . . . χN(x⃗1)

χ1(x⃗2) χ2(x⃗2) . . . χN(x⃗2)
... ... . . . ...

χ1(x⃗N) χ2(x⃗N) . . . χN(x⃗N)

∣∣∣∣∣∣∣∣∣∣∣
(2.15)

It is important to notice that the spin-orbitals χi(x⃗i) are not only depending
on spatial coordinates but also on a spin coordinate which is introduced by a spin

9
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function, x⃗i = r⃗i, s. A detailed discussions of the spin orbitals and their (necessary)
properties is provided in the books by Szabo and Holthausen [37].

2.5 The Hartree-Fock Method

The Hartree–Fock method is a method of approximation for the determination of
the wave function and the energy of a quantum many-body system in a stationary
state.In the following sections we set Ĥ ≡ Ĥel, E ≡ Eel, and so on. Observables
in quantum mechanics are calculated as the expectation values of operators [31, 38].
The energy as observable corresponds to the Hamilton operator, therefore the energy
corresponding to a general Hamiltonian can be calculated as

E = ⟨Ĥ⟩ =
∫
dr⃗1

∫
dr⃗2 . . .

∫
dr⃗Nψ

∗(r⃗1, r⃗2, . . . , r⃗N)Ĥψ(r⃗1, r⃗2, . . . , r⃗N) (2.16)

The Hartree-Fock technique is based on the principle that the energy obtained by
any (normalized) trial wave function other than the actual ground state wave function
is always an upper bound, i.e. higher than the actual ground state energy. If the
trial function happens to be the desired ground state wave function, the energies are
equal

Etrial ≥ Eo (2.17)

with

Etrial =

∫
dr⃗1

∫
dr⃗2 . . .

∫
dr⃗Nψ

∗
trial(r⃗1, r⃗2, . . . , r⃗N)Ĥψtrial(r⃗1, r⃗2, . . . , r⃗N) (2.18)

and

10
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Eo =

∫
dr⃗1

∫
dr⃗2 . . .

∫
dr⃗Nψ

∗
o(r⃗1, r⃗2, . . . , r⃗N)Ĥψo(r⃗1, r⃗2, . . . , r⃗N) (2.19)

The expressions above are usually inconvenient to handle. For the sake of a
compact notation, in the following the bracket notation of Dirac is introduced. For a
detailed description of this notation, the reader is referred to the original publication
[39]. In that notation, equations (2.17) to (2.19) are expressed as

⟨ψtrial|Ĥ|ψtrial⟩ = Etrial ≥ Eo = ⟨ψo|Ĥ|ψo⟩ (2.20)

Proof: [38] The eigenfunctions ψi of the Hamiltonian Ĥ (each corresponding to an
energy eigenvalue Ei form a complete basis set, therefore any normalized trial wave
function ψtrial can be expressed as linear combination of those eigen functions.

ψtrial =
∑
i

λiψi (2.21)

The assumption is made that the eigen functions are orthogonal and normalized.
Hence it is requested that the trial wave function is normalized, it follows that

⟨ψtrial|ψtrial⟩ = 1 = ⟨
∑
i

λiψi|
∑
j

λjψj⟩ =
∑
i

∑
j

λ∗iλj⟨ψi|ψj⟩ =
∑
j

|λj|2 (2.22)

On the other hand, following (2.21) and (2.23)

Etrial = ⟨ψtrial|Ĥ|ψtrial⟩ = ⟨
∑
i

λiψi|Ĥ|
∑
j

λjψj⟩ =
∑
j

Ej|λj|2 (2.23)

Together with the fact that the ground state energy Eo is per definition the lowest
possible energy, and therefore has the smallest eigenvalue (Eo ≤ Ei), it is found that
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Etrial =
∑
j

Ej|λj|2 ≥ Eo
∑
j

|λj|2 (2.24)

what resembles equation (2.20). Equations (2.16) to (2.24) also include that a
search for the minimal energy value while applied on all allowed N-electron wave-
functions will always provide the ground-state wave function (or wave functions, in
case of a degenerate ground state where more than one wave function provides the
minimum energy). The mathematical framework used above, i.e.rules which assign
numerical values to functions, so called functionals, is also one of the main concepts
in density functional theory. A function gets a numerical input and generates a
numerical output whereas a functional gets a function as input and generates a
numerical output [40]. Expressed in terms of functional calculus, where ψ → N

addresses all allowed N-electron wave functions, this means [37]

Eo = min
ψ→N

E[ψ] = min
ψ→N

⟨ψ|Ĥ|ψ⟩ = min
ψ→N

⟨ψ|T̂ + V̂ + Û |ψ⟩ (2.25)

For N-electron systems this search is, due to the large number of possible wave
functions on the one hand and limitations in computational power and time, practi-
cally impossible. What is possible is the restriction of the search to a smaller subset
of possible wave function, as it is done in the Hartree-Fock approximation. From
equation (2.24), the ground state energy approximated by a single slater determi-
nant becomes

Eo = min
ϕSD→N

E[ϕ] = min
ϕSD→N

⟨ϕSD|Ĥ|ϕSD⟩ = min
ϕSD→N

⟨ϕSD|T̂ + V̂ + Û |ϕSD⟩ (2.26)

A general expression for the Hartree-Fock Energy is obtained by usage of the
Slater determinant as a trial function

EHF = ⟨ϕSD|Ĥ|ϕSD⟩ = ⟨ϕSD|T̂ + V̂ + Û |ϕSD⟩ (2.27)

12
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For the sake of brevity, a detailed derivation of the final expression for the Hartree-
Fock energy is omitted. It is a straightforward calculation found for example in the
Book by Schwabl [31]. The final expression for the Hartree- Fock energy contains
three major parts [37]

EHF = ⟨ϕSD|Ĥ|ϕSD⟩ =
N∑
i

(i|ĥ|i) + 1

2

N∑
i

N∑
j

[(ii|jj)− (ij|ji)] (2.28)

(i|ĥi|i) =
∫
χ∗
i (x⃗i)

[
−1

2
∇⃗2
i −

M∑
k=1

Zk
rik

]
χi(x⃗i)dx⃗i (2.29)

(ii|jj) =
∫ ∫

|χi(x⃗i)|2
1

rij
|χj(x⃗j)|2dx⃗idx⃗j (2.30)

(ii|jj) =
∫ ∫

χi(x⃗i)χ
∗
j(x⃗j)

1

rij
χj(x⃗j)χ

∗
i (x⃗i)dx⃗idx⃗j (2.31)

The first term corresponds to the kinetic energy and the nucleus-electron interac-
tions, Ĥ denoting the single particle contribution of the Hamiltonian,whereas the lat-
ter two terms correspond to electron-electron interactions. They are called Coulomb
and exchange integral, respectively [36,37]. Examination of equations (2.28) to (2.31)
furthermore reveals, that the Hartree-Fock energy can be expressed as a functional
of the spin orbitals EHF = E[{χi}]. Thus,variation of the spin orbitals leads to
the minimum energy [37]. An important point is that the spin orbitals remain or-
thonormal during minimization. This restriction is accomplished by the introduction
of Lagrangian multipliers λi in the resulting equations, which represent the Hartree-
Fock equations. For a detailed derivation, the reader is referred to the book by Szabo
and Ostlund [36].

Finally, one arrives at

f̂χi = λiχi i = 1, 2, . . . , N (2.32)

with

13
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f̂i = −1

2
∇⃗2
i −

M∑
k=1

Zk
rik

+
N∑
i

[Ĵj(x⃗i)− K̂j(x⃗i)] = ĥi + V̂ HF (i) (2.33)

the Fock operator for the i-th electron. In similarity to(2.28) to (2.31), the first two
terms represent the kinetic and potential energy due to nucleus-electron interaction,
collected in the core Hamiltonian ĥi, whereas the latter terms are sums over the
Coulomb operators Ĵj and the exchange operators K̂j with the other j electrons, which
form the Hartree-Fock potential V̂ HF . There the major approximation of Hartree-
Fock can be seen. The two electron repulsion operator from the original Hamiltonian
is exchanged by a one electron operator V̂ HF which describes the repulsion in average.
[37]

2.6 Limitations of the Hartree-Fock Method

The number of electrons in an atom or a molecule might be even or odd. The com-
pound is in a singlet state if the number of electrons is even and they are all in double
occupied spatial orbitals, ϕi. Closed-shell systems are what they are called. Open-
shell systems are compounds with an odd number of electrons and compounds with
single occupied orbitals, i.e. species with a triplet or higher ground state. These two
sorts of systems relate to two different Hartree-Fock techniques. The restricted HF
technique (RHF) considers all electrons to be coupled in orbitals, whereas the uncon-
strained HF method (UHF) removes this restriction entirely. Open-shell systems may
alternatively be described using an RHF method, in which only the single occupied
orbitals are eliminated, resulting in a limited open-shell HF (ROHF), which is more
realistic but also more difficult and hence less popular than UHF [37]. Closed-shell
systems, on the other hand, need an unlimited approach to get good outcomes. For
example, a system that places both electrons in the same spatial orbital cannot prop-
erly describe the dissociation of H2 (i.e. the behavior at high internuclear distances),
because one electron must be positioned at one hydrogen atom. As a result, in HF
calculations, technique selection is always crucial [41]. Kohn states several M = P 5

with 3 ≤ p ≤ 10 parameters for an output with adequate accuracy in the investi-
gations of the H2 system [41]. For a system with N = 100 electrons, the number of
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parameters rises to

M = p3N = 3300to10300 ≈ 10150to10300 (2.34)

Equation (2.34) states, that the minimization of the energy would have to be
performed in a space of at least 10150 dimension which exceeds the computational
possibilities nowadays by far. HF-methods are therefore restricted to systems with a
small number of involved electrons (N ≈ 10). Referring to the exponential factor in
(2.34) this limitation is sometimes called exponential wall [41]. Since a many electron
wave function cannot be described entirely by a single Slater determinant, the energy
obtained by HF calculations is always larger than the exact ground state energy. The
most accurate energy obtainable by HF-methods is called the Hartree-Fock-limit [37].

The difference between EHF and Eexact is called correlation energy and can be
denoted as [42]

EHF
corr = Emin − EHF (2.35)

Despite the fact that Ecorr is usually small against Emin, as in the example of a
N2 molecule where

EHF
corr = 14.9eV < 0.001Emin (2.36)

it can have a huge in influence [43]. For instance, the experimental dissociation
energy of the N2 molecule is

Ediss = 9.9eV < Ecorr (2.37)

which corresponds to a large contribution of the correlation energy to relative
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energies such as reaction energies which are of particular interest in quantum chem-
istry [43].

The main contribution to the correlation energy arises from the mean field approx-
imation used in the HF-method. That means one electron moves in the average field
of the other ones, an approach which completely neglects the intrinsic correlation of
the electron movements. To get a better understanding what that means, one may
picture the repulsion of electrons at small distances which clearly cannot be covered
by a mean-field approach like the Hartree-Fock method [37].
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Chapter 3

Density Functional Theory (DFT)

Density-functional theory (DFT) is a successful theory to calculate the electronic
structure of atoms, molecules, and solids. Its goal is the quantitative understanding
of material properties from the fundamental laws of quantum mechanics. Tradi-
tional electronic structure methods attempt to find approximate solutions to the
Schrödinger equation of N interacting electrons moving in an external, electrostatic
potential. However, there are serious limitations of this approach: (1) the problem
is highly nontrivial, even for very small numbers N and the resulting wave functions
are complicated objects and (2) the computational effort grows very rapidly with
increasing N, so the description of larger systems becomes prohibitive. A different
approach is taken in density-functional theory where, instead of the many-body wave
function, the one-body density is used as the fundamental variable. Since the density
n(r) is a function of only three spatial coordinates (rather than the 3N coordinates
of the wave function), density-functional theory is computationally feasible even for
large systems. The foundations of density-functional theory are the Hohenberg–Kohn
and Kohn–Sham theorems which will be reviewed in the following section. In the
section “The Exchange-Correlation Functionals,” various levels of approximation to
the central quantity of DFT are discussed.

3.1 The Electron Density

The electron density (for N electrons) as the basic variable of density functional
theory is defined as [37, 44]
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n(r⃗) = N
∑
s1

∫
dx⃗2 . . .

∫
dx⃗Nψ

∗(x⃗1, x⃗2, . . . , x⃗N)ψ
(x⃗1, x⃗2, . . . , x⃗N) (3.1)

What has to be mentioned is that the notation in (3.1) considers a wave function
dependent on spin and spatial coordinates. In detail, the integral in the equation
gives the probability that a particular electron with arbitrary spin is found in the
volume element dr⃗1. Due to the fact that the electrons are indistinguishable, N times
the integral gives the probability that any electron is found there. The other electrons
represented by the wave function ψ(x⃗1, x⃗2, . . . , x⃗N) have arbitrary spin and spatial
coordinates [37].

If additionally the spin coordinates are neglected, the electron density can even
be expressed as measurable observable only dependent on spatial coordinates [41,44]

n(r⃗) = N

∫
dr⃗2 . . .

∫
dr⃗Nψ

∗(r⃗1, r⃗2, . . . , r⃗N)ψ
(r⃗1, r⃗2, . . . , r⃗N) (3.2)

which can e.g. be measured by X-ray diffraction [37].

Before presenting an approach using the electron density as variable, it has to be
ensured that it truly contains all necessary informations about the system. In detail
that means it has to contain information about the electron number N as well as
the external potential characterized by V̂ [37]. The total number of electrons can be
obtained by integration the electron density over the spatial variables [37].

N =

∫
dr⃗n(r⃗) (3.3)

3.2 The Thomas-Fermi Model

Density functional for the total internal electronic energy F[n] is to see if it can be
constructed from basic physics ideas. Early attempts to create such an approximation
were made by Thomas and Fermi [45–48]. They used some assumptions about the
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distribution and the interaction between electrons to approximate the kinetic energy.
The electron density in each space point is set equal to a number of electrons in
a fixed volume, n(r) = ∆N

∆V
. A system of ∆N free non-interacting electrons in an

infinite-well model of volume ∆V then gives an expression for the kinetic energy
per volume. The continuity limit is then taken, ∆V → 0. The result is integrated
over the whole space to give the approximate Thomas–Fermi functional for the total
kinetic energy TTF [n],

T ≈ TTF [n] =
3

5
(3π2)2/3

(
h̄2

2me

)∫
n5/3(r)dr (3.4)

Furthermore, the electrostatic energy of a classical repulsive gas J [n] can be used
as a simplistic approximation of the internal potential energy U ,

U ≈ J [n] =
1

2

(
e2c

4πϵo

)∫ ∫
n(r1)n(r2)

|r1 − r2|
dr1dr2 (3.5)

The result is the Thomas–Fermi model:

Ee ≈ TTF [n] + J [n] +

∫
n(r)v(r)dr (3.6)

The Thomas–Fermi approximation to the internal electronic energy thus is

F [n] ≈ TTF [n] + J [n] (3.7)
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3.3 The Hohenberg-Kohn (HK) Theorems

3.3.1 Theorem I

It states that the external potential V (r⃗) is a functional of the electrons density n(r⃗)
and, up to an unimportant constant, uniquely determined by it. It is assumed that
there exist two external potential V (r⃗) and V

′
(r⃗) which differ by more than just a

trivial constant. Furthermore the assumption is made, that both potentials give rise
to the same electron density n(r⃗). Clearly arising from the nature of V⃗ in that case
there have to be two different Hamiltonians Ĥ and Ĥ ′ . Furthermore Ψ and Ψ

′ have
to be different Schrödinger equations. Finally also the energy Ê and Ê

′ associated
with the particular wave function differ. Now the two wave functions Ψ and Ψ

′ are
used as trial functions assuming the other wave function is the ground state wave
function. Then the expressions

E
′

o = ⟨ψ′ |Ĥ ′ |ψ′⟩ < ⟨ψ|Ĥ ′ |ψ⟩ = ⟨ψ|Ĥ + V̂
′ − V̂ |ψ⟩ = ⟨ψ|Ĥ|ψ⟩+ ⟨ψ|V̂ ′ − V̂ |ψ⟩

(3.8)

and

Eo = ⟨ψ|Ĥ|ψ⟩ < ⟨ψ′ |Ĥ|ψ′⟩ = ⟨ψ′ |Ĥ ′
+ V̂ − V̂

′ |ψ′⟩ = ⟨ψ′ |Ĥ ′ |ψ′⟩+ ⟨ψ′ |V̂ − V̂
′ |ψ′⟩
(3.9)

are obtained. This can be rewritten as

E
′

o < Eo +

∫
[v

′
(r⃗)− v(r⃗)]n(r⃗)dr⃗ (3.10)

Eo < E
′

o +

∫
[v(r⃗)− v

′
(r⃗)]n(r⃗)dr⃗ (3.11)

By summation of (3.10) and (3.11) the inequality
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E
′

o + Eo < Eo + E
′

o (3.12)

is obtained, which represents an inconsistency. That is to say, there is a one-to-one
mapping between the ground state density and the external potential v(r⃗), although
the exact formula is unknown.

3.3.2 Theorem II

It states that the ground state energy can be derived from the electron density by
the use of variational calculus. The electron density, which provides a minimum of
the ground state energy, is therefore the exact ground state density.

Originally this second theorem has been proved by variation calculus [44], the
proof provided subsequently is a different one, namely the so called constrained-
search approach, introduced by Levy and Lieb [49, 50] and subsequently thoroughly
examined in the books by Parr, Yang as well as Kryachko and Ludena [51, 52].

Since the wave function is a unique functional of the electron density, every trial
wave function ψ

′ corresponds to a trial density n
′
(r⃗) following equation (3.2). Ac-

cording to the Rayleigh-Ritz principle, the ground state energy is obtained as

Ev,o = min
ψ′

⟨ψ′ |Ĥ|ψ′⟩ (3.13)

In principle, the minimization can be carried out in two steps. In the first step, a
trial electron density n′

(r⃗) is fixed. The class of trial functions corresponding to that
electron density is then denoted by ψ′α

n′ . Then, the constrained energy minimum is
defined as

Ev[n
′
(r⃗)] ≡ min

α
⟨ψ′α

n
′ |Ĥ|ψ′α

n
′ ⟩ =

∫
v(r⃗)n

′
(r⃗)dr⃗ + F [n

′
(r⃗)] (3.14)
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In that notation, F [n′
(r⃗)] is the universal functional

F [n
′
(r⃗)] ≡ min

α
⟨ψ′α

n
′ |T̂ + Û |ψ′α

n
′ ⟩ (3.15)

which is clearly related to the Hohenberg-Kohn functional. What is important
to notice at this point is that the universal functional F [n′

(r⃗)] requires no explicit
knowledge of v(r⃗).

In the second step, equation (3.14) is minimized over all trial densities n′
(r⃗):

Ev,o = min
n′ (r⃗)

Ev[n
′
(r⃗)] = min

n′ (r⃗)
{
∫
v(r⃗)n

′
(r⃗)dr⃗ + F [n

′
(r⃗)]} (3.16)

Now, for a non-degenerate ground state, the energy in (3.16) is attained, if n′
(r⃗)

is the actual ground state density.

3.4 The Kohn-Sham Equations

The framework by Hohenberg and Kohn is exact, yet not very useful in actual calcu-
lations. The only possibility would be the direct use of the second Hohenberg-Kohn
theorem for energy minimization, a way that is possible in general but has proven
itself to be impractical. The most desirable way in which quantities can be calculated
for problems without an exact analytical solution is one that allows iterations [34]. An
early example of an iterative approach are the self-consistent single particle Hartree-
equations [41, 53]. Of course, the Hartree-equations are clearly wave-function based
and not directly related to the work of Hohenberg and Kohn, yet they have been
proven very useful. Hartree’s approximation assumes that every electron moves in
an effective single-particle potential of the form

vH(r⃗) = − Z

|r⃗|
+

∫
n(r⃗

′
)

|r⃗ − r⃗′ |
dr⃗

′ (3.17)
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The first term is an attractive Coulomb potential of a nucleus with atomic number
Z, whereas the integral term corresponds to the potential caused by the mean electron
density distribution n(r⃗)

The mean density can be denoted in terms of the single particle wave functions

n(r⃗) =
M∑
j=1

|ϕj(r⃗)|2 (3.18)

It is important to mention that the sum in (3.18) runs over the M lowest eigen-
values in accordance to the Pauli principle. Since the electron-electron interactions
are taken into account in the potential term, the N-electron and therefore (neglect-
ing the spin coordinates) 3N-dimensional Schrödinger equation can be approximately
replaced by N 3-dimensional single particle equations for electrons moving in an ef-
fective potential defined in (3.17):

[
−1

2
∇⃗2 + vH(r⃗)

]
ϕj(r⃗) = ϵjϕj(r⃗) j = 1, . . . , N (3.19)

To solve these self consistent Hartree-equations iteratively an electron density
subsequently a potential vH(r⃗) are defined, which is then used to solve (3.19) for
the chosen wave function. Via comparison of the l.h.s. and the r.h.s. in equation
(3.18) one then can determine the deviation of the square-sum of the calculated wave
functions from the initially used density. This procedure is repeated with adapted
densities in every step until the difference between the l.h.s. and r.h.s. fall behind
a certain threshold. Since the framework of Hohenberg and Kohn is formally exact,
an extraction of the Hartree equations from their variational principle for the energy
should provide even improvements and, more than that, an alternative and finally
practically useful formulation of the second theorem [41].

Therefore, Kohn and Sham investigated the density functional theory applied to
a system of N non-interacting electrons in an external potential, similar to Hartree’s
approach. Recalling (3.14) and (3.15), the expression for the energy of such a system
is of the form
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Ev(r⃗)[n
′
(r⃗)] ≡

∫
v(r⃗)n

′
(r⃗)dr⃗ + TS[n

′
(r⃗)] ≥ E (3.20)

where n′
(r⃗) is a v-representable density for non-interacting electrons and TS[n

′
(r⃗)]

the kinetic energy of the ground state of those non-interacting electrons [41].

Setup of the Euler-Lagrange equation [54] for the non-interacting case (3.17) with
the density defined in (3.19) as argument provides [41]

δEv[n
′
(r⃗)] ≡

∫
δn

′
(r⃗)

[
v(r⃗) +

δ

δn′(r⃗)
TS[n

′
(r⃗)]|n′ (r⃗)=n(r⃗) − ϵ

]
dr⃗ = 0 (3.21)

with n
′
(r⃗), the exact ground state density for the potential v(r⃗), and the La-

grangian multiplier ϵ to ensure particle density conservation.

Via equations (3.20) to (3.22), where the approximated Hartree-potential is re-
placed by a simple external potential, it is possible to calculate the ground state
energy and particle density of the non-interacting single particles. For a system
of non-interacting electrons, the total ground state energy and particle density can
therefore simply be denoted as the sums

E =
N∑
j=1

ϵj (3.22)

n(r⃗) =
N∑
j=1

|ϕj(r⃗)|2 (3.23)

In addition, Kohn and Sham used the universal functional in equations (3.14) to
(3.16) as an alternative formulation, namely [41, 55]

F [n
′
(r⃗)] ≡ TS[n

′
(r⃗)] +

1

2

∫
[[n

′
(r⃗)][n

′
(r⃗

′
)]]

|r⃗ − r⃗′ |
dr⃗dr⃗

′
+ Exc[n

′
(r⃗)] (3.24)
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In (3.24) TS[n
′
(r⃗)] is the kinetic energy functional of non-interacting electrons

(which is not even for the same density n(r⃗) the true kinetic energy of the interact-
ing system [37]) and the second term is the so-called Hartree term which describes
the electrostatic self-repulsion of the electron density [55]. The last term is called
exchange-correlation term. It is implicitly defined by (3.24) and can in practice only
be approximated. The quality of the the approximation for Exc[n

′
(r⃗)] is therefore

one of the key issues in DFT [41]. Construction of the Euler-Lagrange equations for
the interacting case in equation (3.24) provides [41]

δEv[n
′
(r⃗)] ≡

∫
δn

′
(r⃗)

[
veff (r⃗) +

δ

δn′(r⃗)
TS[n

′
(r⃗)]|n′ (r⃗)=n(r⃗) − ϵ

]
dr⃗ = 0 (3.25)

veff (r⃗) ≡ v(r⃗) +

∫
[n(r⃗

′
)]

|r⃗ − r⃗′ |
dr⃗

′
+ vxc(r⃗) (3.26)

and the functional derivative

vxc(r⃗) ≡
δ

δn′(r⃗)
Exc[n

′
(r⃗)]|n′ (r⃗)=n(r⃗) (3.27)

whereas the Euler-Lagrange equation resembles (3.25) up to the potential term.
Because of that, the minimizing density can be calculated in a way similar to the
Hartree-approach described in equations (3.17) to (3.19). The corresponding equa-
tions are the single-particle Schrödinger equations

[
−1

2
∇⃗2 + veff (r⃗)

]
ϕj(r⃗) = ϵjϕj(r⃗) j = 1, 2, . . . , N (3.28)

as well as the defining equation for the particle density

n(r⃗) =
M∑
j=1

|ϕj(r⃗)|2 (3.29)
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which form together with the effective potential veff (r⃗) in (3.26) the self-consistent
Kohn-Sham equations [41,55]. The accurate ground state energy, as one of the most
important quantities, can be expressed as

E =
∑
j

ϵj + Exc[n(r⃗)]−
∫
vxc(r⃗)n(r⃗)dv −

1

2

∫
[n(r⃗)][n(r⃗

′
)]

|r⃗ − r⃗′ |
dr⃗dr⃗

′ (3.30)

Equation (3.30) can be seen as an generalization of the energy expression obtained
with the Hartree-approach (note that the neglect of Exc[n(r⃗)] and vxc[n(r⃗)] leads back
to equation (3.22) [41]. Similar to the Hohenberg-Kohn theorems, also equations
(3.28) to (3.30) are formally exact, which means, if the exact Exc[n(r⃗)] and vxc[n(r⃗)]
would be used, one would obtain the exact solution.

3.5 The Exchange-Correlation Functionals

3.5.1 Local Density Approximation (LDA)

The simplest approximation to the exchange-correlation functional is the local den-
sity approximation (LDA) [56]. The local density approximation is based on the
assumption that at every point in the molecule the energy density has the value that
would be given by a homogeneous electron gas which had the same electron density
r at that point. The energy density is the energy (exchange plus correlation) per
electron. Note that the LDA does not assume that the electron density in a molecule
is homogeneous (uniform); that drastic situation would be true of a Thomas-Fermi
molecule, which, as we said above, cannot exist. The term local was used to contrast
the method with ones in which the functional depends not just on r but also on the
gradient (first derivative) of r, the contrast apparently arising from the assumption
that a derivative is a non-local property. However, under the mathematical defini-
tion above a gradient is local, and in fact DFT methods formerly called non-local
are now commonly designated as gradient-corrected. LDA functionals have been
largely replaced by a family representing an extension of the method, local spin den-
sity approximation (LSDA; below) functionals. In fact, in extolling the virtues of a
systematic non-empirical ascent of the DFT Jacobs ladder, Perdew et al. slight LDA
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and assign to the lowest rung LSDA functionals [57]. As a practical approximate
expression for Exc[n], Kohn and Sham suggested what is known in the context of
DFT as the local density approximation, or LDA:

Exc ≃
∫
drn(r)ϵxc(n(r)) (3.31)

where ϵxc(n) is the exchange correlation energy per electron in a uniform electron
gas of density n. This quantity is known exactly in the limit of high density, and can
be computed accurately at densities of interest, using Monte Carlo techniques (i.e.
there are no free parameters). In practice one usually employs parametric formulas,
which are fitted to the data and are accurate to within .

Note that the only difference between the resulting computational scheme and a
naive mean-field approach is the addition of the potential

vxc(r) =
d(nϵxc(n))

dn
|n = n(r) (3.32)

to the electrostatic potential at the appropriate step in the self-consistency loop.
The corresponding expression for the groundstate energy is:

Eo =
N∑
i=1

ϵi − Ees[n(r)] +

∫
drn(r)(ϵxc(n(r))− vxc(n(r)) (3.33)

The first term is the non-interacting energy, the second term is half of the Hartree
scheme’s double counting of the electrostatic energy, and the last term is a similar
subtraction for the exchange correlation energy. The LDA has been shown to give
very good results for many atomic, molecular and crystalline interacting electron
systems, even though in these systems the density of electrons is not slowly vary-
ing [58]. The advantage of the homogeneous electron gas model is that it is the
only system where the Exc functional is known accurately. In strictly theoretical
sense the local approximation is only justified when the density is slowly changing.
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However, although the densities in atoms and molecules are typically highly inhomo-
geneous, LDA still gives surprisingly good results. It has been found, that LDA gives
reasonably good results for equilibrium structures, harmonic frequencies and dipole
moments in molecules [56].

3.5.2 Generalized-Gradient Approximation (GGA)

As mentioned above, the LDA neglects the inhomogeneities of the real charge density
which could be very different from the HEG. The XC energy of inhomogeneous
charge density can be significantly different from the HEG result. This leads to the
development of various generalized-gradient approximations (GGAs) which include
density gradient corrections and higher spatial derivatives of the electron density
and give better results than LDA in many cases. Three most widely used GGAs are
the forms proposed by Becke (B88), Perdew et al and Perdew, Burke and Enzerhof
(PBE). The definition of the XC energy functional of GGA is the generalized form
of LSDA to include corrections from density gradient n(r) as

EGGA
XC [n ↑ (r), n ↓ (r)] =

∫
n(r)ϵhomX (n(r))FXC(n ↑ (r), n ↓ (r), |∇n ↑ (r)|,

|∇n ↓ (r)|, . . .)dr (3.34)

where ϵXC is dimensionless and ϵhomX (n(r)) is the exchange energy density of the
unpolarized HEG. FXC can be decomposed linearly into exchange contribution FX

and correlation contribution FC as FXC = FX + FC . For a detailed treatment of FX
and FC in different GGAs. In general, GGA outperforms LDA in predicting bond
length and binding energy of molecules, crystal lattice constants, and other prop-
erties, especially in systems with rapidly fluctuating charge density. GGA, on the
other hand, has a tendency to overcorrect. The lattice constants from LDA calcu-
lations correspond well with experimental data in ionic crystals, however GGA will
overestimate it. Nonetheless, in materials where electrons are confined and strongly
correlated, such as transition metal oxides and rare-earth elements and compounds,
both LDA and GGA function poorly. This flaw causes approximations that go be-
yond LDA and GGA.
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3.5.3 Hybrid Functionals

The idea of hybrid functionals grew out of the attempts to use DFT functionals as
a computationally cheap way of correcting Hartree–Fock calculations for correlation
effects. Becke formalized the approach [59] in an early hybrid theory that is inter-
esting in itself. Start from the adiabatic connection formula

Exc =

∫ 1

0

Uλ
xcdλ (3.35)

This integral can be approximated using the mean-value theorem of integration
as

Exc ≈
1

2
(U0

xc + U1
xc) =

1

2
(Ex + U1

xc) (3.36)

where, in the last step, Becke argues [59] that U0
xc just is Ex. The quantity U1

xc

is the exchange-correlation potential energy of the fully interacting real system. An
approximation for the latter can be constructed the same way LDA was constructed,

U1
xc ≈ ULDA

xv =

∫
uxc(n(r))dr (3.37)

The LDA-like functional uxc(n(r)) is derived as an LDA approximation of the
potential energy part of the exchange-correlation energy, i.e., U [n] − J [n]. Becke
obtains [59] an expression to use for uxc from the parametrization of regular LDA
correlation by Perdew and Wang [60]. It was later shown [61] how an approximation
of U1

xc can be created from any exchange-correlation functional. For a generic density
functional approximation (DFA) one finds

U1
xc ≈ UDFA

xc = 2EDFA
xc [n]− ∂EDFA

xc [nγ]

∂γ
|γ=1 (3.38)
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where nγ is the scaled density.

Becke’s hybrid theory can be viewed both as an correlation correction to the
Hartree–Fock scheme, and as a method for incorporating exact exchange into DFT
calculations. Becke called it “a true hybrid of its components” and named the two-
point adiabatic integration “half-and-half theory”.

The half-and-half theory was followed by another three-parameter hybrid formula
of Becke [62] that arguably is less connected to formal theory, but was more successful
and constitutes the basis for several hybrid functionals in use (e.g., B3LYP [63,64]),

Exc = ao(Ex − ELDA
x ) + ELDA

xc + ax(E
GGA
x − ELDA

x ) + ac(E
GGA
c − ELDA

c ) (3.39)

Here ao, ax, and ac are empirical parameters. The use of scaling parameters in
the last two terms, which represent the GGA’s correction of LDA, was motivated
by Becke with the argument that a GGA partly includes a correction of the failure
of LDA to produce exact exchange in the λ = 0 limit. Since the formula manually
corrects this problem the GGA’s corrections must be scaled down. However, it was
remarked by Levy et. Al. [61], that the tree-parameter hybrid formula seems to be a
step away from the formal adiabatic connection approach since it apparently drops
the λ-derivative in Eq. (3.38). The empirical parameters may be able to correct for
this fallacy. Furthermore, Perdew, Ernzerhof and Burke [65] looked at the formula
with ax = ac = 1 and discussed its motivation starting from a simple model for the
hybrid coupling-constant dependence:

Uλ
xc = EDFA

xc,λ + (Ex − EDFA
x )(1− λ)k−1 (3.40)

with k an unknown integer. They found that this model led to a theoretical
motivation for choosing the value ao ≈ 0.25. To implement hybrid functionals in
computer code it is quite common to use Hartree–Fock exchange to approximate
the exact Kohn–Sham exchange used in the derivation of the Hybrid theory. It is
possible that this approximation is somewhat compensated for in the fit of empirical
parameters.
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Computational Details

In this thesis, the full potential linearized augmented plane wave (FP-LAPW) method
within the DFT implemented in WIEN2k code [66] was employed. To find the opti-
mized ground states of the considered materials, the generalized gradient approxima-
tion (GGA) [67] with the Perdew-Burke-Ernzerhof (PBE-GGA) [68] approximation
was used. However, since the (PBE-GGA) level of theory underestimates the elec-
tronic bandgap [69], to obtain more accurate band gaps the modified Becke and
Johanson potential (mBJ) was considered.

The convergence of the basis set was controlled by the cut-off energy -6 Ry. The
-6 Ry in WIEN2k specifies the energy below which states are treated as core states.
The radii of the muffin-tin for all the calculations are chosen to be 2.5, 2.12, 1.81
and 1.64 a.u for Ca, In, As and O respectively. The cut-off parameter RKmax = 7
was used, where Kmax is the plane wave cut-off and RMT is the smallest of all atomic
sphere radii. The charge convergence was selected as 0.001 e and energy convergence
0.00001 Ry during self-consistency cycles. Number of k-points in the Brillouin zone
was taken 4000 for SCF and 20000 for both DOS and optical properties calculation.
Emax was set as 3.0 eV for the optical property calculations.
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Results and Discussion

5.1 Structural Properties

The structure of Ca2InAsO6 double perovskite compound is generated using the
WIEN2k program. This crystal structure is a cubic structure with the space group
Fm-3m (space group no: 225).

Table 5.1: Lattice parameters of a unit cell of Ca2InAsO6 double perovskite

a (Å) b (Å) c (Å) alpha (ααα) beta (βββ) gamma (γγγ)
7.88003 7.88003 7.88003 90.0000◦ 90.0000◦ 90.0000◦

The volume of the unit cell is 489.309045 Å3. A unit cell of the structure contains
143 atoms, 258 bonds, and 35 polyhedra. Out of the 143 atoms, Ca has 8 atoms, In
has 14 atoms, As has 13 atoms, and O has 108 atoms.

The crystal structure of Ca2InAsO6 double perovskite is illustrated in Figure 5.1.
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Figure 5.1: Crystal structure of Ca2InAsO6 double perovskite

Table 5.2: Wyckoff positions of the constituent atoms of Ca2InAsO6 double perovskite

Atom Number X Y Z
Ca 1 0.75 0.25 0.25
Ca 2 0.25 0.75 0.75
In 1 0 0 0
As 1 0.5 0 0
O 1 0 0.26685750 0
O 2 0 0.73314250 0
O 3 0.73314250 0 0
O 4 0.26685750 0 0
O 5 0 0 0.26685750
O 6 0 0 0.73314250

The crystal formability of a double perovskite oxide A2B
′B′′O6 can be evaluated

by the tolerance factor (τ) and the octahedral factor (µ) which are defined as follows
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τ =
RA +RO

√
2
(
R

B
′+R

B
′′

2
+RO

) =
RA +RO

√
2
(

(R
B
′+RO)+(R

B
′′+RO)

2

) (5.1)

µ =
RB′ +RB′′

2RO

(5.2)

where RA, RB′ , RB′′ and RO refer to the ionic radii of A, B′ , B′′ , O element
respectively [70,71]. Statistical studies on the double perovskite structures conducted
by Li et al. [72,73], have revealed that for a stable double perovskite 0.71 < τ < 1.00

and 0.42 < µ < 0.75.

By using the reported ionic radii of Ca (1Å), In (0.8Å), As (0.46Å), O (1.4Å),
the tolerance factor (τ) and the octahedral factor (µ) of about 0.84 and 0.45 are
calculated, respectively, confirming that this compound forms a stable structure.

To find the optimized ground state of the considered material, the energy vs vol-
ume (E-V) of a unit cell of the crystals were calculated based on the Birch-Murnaghan
thermodynamic state relation [74]

E(v) = Eo +
9BoVo
16


[[
Vo
V

] 2
3

− 1

]3

B
′

o

+
9BoVo
16

{[
Vo
V

] 2
3

− 1

}2

+

{
6− 4

[
Vo
V

]2/3}
(5.3)

In this equation, Vo and V are the ground state unit cell volume and deformed
unit cell volume, Eo is the energy of the ground state, Bo is the bulk modulus and
B

′
o is its derivative. By using this method, the minimum of the E-V curve refers to

the ground state of the crystal structure.

From Figure 5.2, we found ground state energy -19914.0261 Ry corresponding
to ground state unit cell volume 825.456 bohr3.
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Figure 5.2: Energy vs volume optimization curve for Ca2InAsO6 double perovskite

5.2 Band Structure

To find new possible applications of materials, the electronic and optical properties
are essential aspects that have to be assessed. To analyze the electronic properties
of the considered DP material, we first calculate the band structure with PBE-GGA
level of theory. However, as PBE-GGA underestimates the band gap in most cases,
to obtain more accurate band gap, we recalculate the electronic property with the
modified Becke-Johnson (mBJ) functional [75, 76]. Based on this theory

UmBJ
χ,σ (r) = CUBR

χ,σ (r) + (3C − 2)
1

π

√
10tσ(r)

12ρσ(r)
(5.4)

In this equation, the electron density and the kinetic energy density are given
by ρσ(r) = 1

2

∑Nσ

i=1 |Ψi,σ|2, and tσ(r) = 1
2

∑Nσ

i=1(∇Ψ∗
i,σ)(∇Ψi,σ) respectively and the

Becke-Roussel potential is represented by

UBR
χ,σ (r) = − 1

bσ(r)

(
1− e−χσ(r) − 1

2
χσ(r)e

−χσ(r)

)
(5.5)

Here, χσ(r) can be calculated by a nonlinear equation which includes ρσ(r),
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∇ρσ(r), ∇2ρσ(r), tσ(r). Moreover, bσ(r) = [χ3
σe

−χσ/8πρσ ] and

C = a+ b

(
1

Vunit−cell

∫
cell

∇ρσ(r)
ρσ(r)

d3r
′
)1/2

(5.6)

In this method, a = -0.012 is a dimensionless parameter, and b = 1.023 bohr1/2.
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Figure 5.3: The calculated band structure of Ca2InAsO6 double perovskite for (a) PBE-GGA and
(b) mBJ functionals

Based on our PBE-GGA calculation, Ca2InAsO6 is semiconductor with direct
band gap of about 0.752 eV. According to our mBJ calculation, the modified direct
band gap of about 2.83 eV was estimated for Ca2InAsO6 double perovskite. The
valence band maximum (VBM) and conduction band minimum (CBM) are located
at the Γ point.
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5.3 Density of states (DOS)

The number of unique states that electrons can occupy at a given energy level, or the
number of electron states per unit volume per unit energy, is known as the density
of states (DOS). The bulk properties of conductive substances, such as specific heat,
paramagnetic susceptibility, and other transport phenomena, are controlled by this
function. The calculated DOS and PDOS for no spin polarization are illustrated,
respectively, in Figure 5.4 and Figure 5.5.
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Figure 5.4: Total density of states for Ca2InAsO6 double perovskite

For detailed studies of the formation of energy bands, one needs to compute
the density of states (DOS) of the system. We got fermi energy for the atoms of
0.4266737240 eV. From Figure 5.4, we see that the difference between maximum of
valence band and the minimum of conduction band is about 2.83 eV. This band gap
is in the range of semiconductor bandgaps. So, it indicates that our compound is
a semiconductor. As seen in Figure 5.4, total DOS has peaks in the valence band
region way more than the conduction band region. It indicates most of the electrons
in different atoms aren’t free from their respective atoms. We can also say that the
contribution of the electrons in O atoms to the valence band is way greater than that
of the other atoms. On the other hand, the electrons in Ca atoms contribute more
to the conduction band than those in other atoms.
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Figure 5.5: Partial density of states of (a) Ca, (b) In, (c) As and (d) O atoms for Ca2InAsO6

double perovskite

From Figure 5.5 (a), we can say that the contribution of the electrons of Ca
atoms in the conduction band region is more than the valence band region, where
the electrons of the s and p orbitals don’t contribute significantly. Figure 5.5 (b)
shows that most of the electrons of the In atom are in the valence band region, and
the contribution of the electrons of the d orbital is greater than that of the s and p
orbitals. We also see that the sharpest peaks for d and s orbital electrons are near
and far from the Fermi energy level, respectively. On the contrary, it is seen that
the contribution of s orbital electrons to the conduction band is greater than that
of the others following the p orbital. From Figure 5.5 (c), we see that most of
the peaks are in the valence band region, but there is also a significant peak in the
conduction band region. In the valence band region, p orbital electrons contribute
most, followed by d orbital electrons. On the other hand, the contribution of s orbital
electrons to the valence band region is way more than the electrons of other orbitals.
Now, looking at Figure 5.5 (d), we can say the electrons of O atoms are mostly
occupied in the valence band region rather than the conduction band region, and the
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electrons of p atoms have a higher concentration than the s ones.

5.4 Optical Properties

5.4.1 Dielectric Function

The frequency-dependent complex dielectric function of the compound can be repre-
sented as

ε∗(ω) = Reε(ω) + i Imε(ω) (5.7)

In which, Reε(ω) and Imε(ω) are the real and imaginary components of the func-
tion, were calculated. In this formulation, the imaginary component Imε(ω) is defined
as follows [77, 78],

Imεαβ(ω) =
4π2e2

m2ω2

∑
i,f

∫
2d3k

(2π)3
{
|⟨ik|P ν

α |fi⟩|2fki (1− fkf )δ(E
k
f − Ek

i − h̄ω)
}

(5.8)

i and f introduce the initial and the final state and Ek
i is the corresponding eigen-

value, fki refers to the Fermi distribution and P ν
α is the projection of the elements of

the momentum dipole matrix in the ν direction of the electromagnetic field.

By using Imε(ω), the real part of the ε∗(ω) can be simply obtained by Kramers-
Kronig theory [79] as follows:

Reεαβ(ω) = δαβ
2

π
Pr

∫ ∞

0

Imεαβ(ω
′
)

(ω′)2 − (ω)2
d(ω

′
) (5.9)

The light-matter interaction can be described by these two parts of the complex
dielectric function. The real part of the dielectric function corresponds to the effi-
ciency of the material to store the field energy and the imaginary component describe
the loss of photon energy on the material.

39



CHAPTER 5. RESULTS AND DISCUSSION

-2

-1

 0

 1

 2

 3

 4

 5

 0  2  4  6  8  10  12  14

R
ea

l d
ie

le
ct

ric
 fu

nc
tio

n

Energy (eV)

(a)

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 4.5

 0  2  4  6  8  10  12  14

Im
ag

in
ar

y 
di

el
ec

tr
ic

 fu
nc

tio
n

Energy (eV)

(b)

Figure 5.6: (a) Real and (b) Imaginary part of the dielectric function for Ca2InAsO6 double
perovskite

From Figure 5.6 (a) and Figure 5.6 (b), although the most significant peaks
for both the real and imaginary components of the function appear in the ultra
violet region, this component shows good value in the visible region as well. From
Figure 5.6 (a), it is obvious that Reε(ω) increases with the increasing of the energy
and reaches the maximum value of about Reε(ω) = 4.26 at the energy of E = 6.93
eV. For incident photons with an energy of h̄ω > 6.93 eV, Reε(ω) decreases with
increasing energy. On the other hand, for Figure 5.6 (b), we found that the value
of Imε(ω) is initially zero and remains close to zero in the range from 0.0 eV to 0.42
eV, then increases gradually.

5.4.2 Absorption Coefficient

The absorption coefficient defines how far light of a particular wavelength can pene-
trate into a material before being absorbed. The absorption coefficient can be written
as

α(ω) =
√
2
(√

(Reε(ω))2 + (Imε(ω))2 − (Reε(ω))
) 1

2 (5.10)

If a material has a low absorption coefficient, light will be poorly absorbed. The
absorption coefficient depends on both the material and the wavelength of light being
absorbed.
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Figure 5.7: The absorption coefficient for Ca2InAsO6 double perovskite

From Figure 5.7, we can say that although the most significant absorption peaks
of the double perovskite appear in the ultra-violet region of the electromagnetic field,
this material shows considerable absorption in the visible region of light, which makes
it a good candidate for use in electro-optical applications in the visible region.

5.4.3 Refractive Index

The refractive index (n) is an important parameter for the application of optical ma-
terials in optics-based devices because of its direct relationship to energy dispersion.
The refractive index can be written as

n =
1√
2

(√
(Reε(ω))2 + (Imε(ω))2 + (Reε(ω))

) 1
2 (5.11)

From Figure 5.8, although the most significant peaks appear in the ultra vi-
olet region; this component shows good value in the visible region as well. From
Figure 5.8, it is obvious that the refractive index increases with the increase in en-
ergy and reaches its maximum value of about n = 2.17 at the energy of E = 7.17 eV.
For incident photons with an energy of ̄h̄ω > 7.17 eV, n decreases with increasing
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Figure 5.8: The refractive index for Ca2InAsO6 double perovskite

energy.

5.4.4 Extinction Coefficient

The absorption and refraction of a medium can be described by a single quantity
called the complex refractive index which is written as follows

n∗ = n+ ik (5.12)

where the real part n is called the refractive index (n), and the imaginary part k
is called the extinction coefficient. The extinction coefficient (k) vanishes for lossless
materials. The optical constant k can be written as in terms of the dielectric function
(Reε(ω), Imε(ω)) as

k =
1√
2

(√
(Reε(ω))2 + (Imε(ω))2 − (Reε(ω))

) 1
2 (5.13)
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Figure 5.9: The extinction coefficient for Ca2InAsO6 double perovskite

From Figure 5.9, we can say that although the most significant absorption peaks
of the double perovskite appear in the ultra-violet region of the electromagnetic field,
this material shows a considerable extinction coefficient in the visible region of light.
We found that the value of the extinction coefficient is initially zero and remains
close to zero in the range from 0.0 eV to 3.0 eV, then increases gradually.

5.4.5 Optical Conductivity

The optical conductivity is one of the important quantities that describe the optical
properties of solids, and it is mainly used to detect any further allowed interband
optical transition of a material. The complex optical conductivity (σ∗ = σ1 + iσ2)

is related to the real and imaginary parts (Reε(ω), Imε(ω)) of the complex dielectric
function ε∗(ω) by the following expressions

σ1 = ωε2εo (5.14)

σ2 = ωε1εo (5.15)

where (ω = 2πν) is the angular frequency and (εo = 8.854 × 10−12 Fm−1) is the
free space dielectric constant.
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Figure 5.10: (a) Real and (b) Imaginary part of the optical conductivity for Ca2InAsO6 double
perovskite

From Figure 5.10 (a), we can say that although the most significant peaks of
the real part of optical conductivity appear in the ultra-violet region of the electro-
magnetic field, this material shows a considerable value of σ1 in the visible region
of light. We found that the value of σ1 is initially zero and remains close to zero in
the range from 0.0 eV to 2.87 eV, then increases gradually. From Figure 5.10 (b),
we see that at the beginning, the imaginary part of optical conductivity decreases
over the increase in energy to a certain point, where the imaginary part of optical
conductivity is at its minimum. We found the minimum value to be -3.6 at 7.12 eV.
After that minimum value, it increases with increasing energy.
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Chapter 6

Conclusions

The structural, electronic, and optical properties of the Ca2InAsO6 double perovskite
were studied using first-principle calculations on the density functional theory. The
tolerance factor (τ) and the octahedral factor (µ) of about 0.84 and 0.45 are cal-
culated, respectively, confirming that this compound forms a stable structure. Our
calculations show that Ca2InAsO6 is a semiconductor with a moderate Γ point direct
bandgap of about 2.83 eV, obtained with the modified Becke-Johnson level of theory.
The density of states also revealed the semiconductor nature of this compound. It
was observed that the electrons in Oxygen atoms have the most contribution in the
valence band region, whereas the electrons in Calcium atoms contribute significantly
in the conduction band region. The optical properties show interesting phenomena
with good optical absorption in the visible region, which can be effectively tuned
by hydrostatic pressure. The structural formability, tunable electronic, and optical
properties make it possible to use this compound in different electronic and optical
applications.
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List of Abbreviations

BZ : Brillouin Zone

CBM : Conduction Band Minimum

DFA : Density Functional Approximation

GGA : Generalized Gradient Approximation

LDA : Local Density Approximation

LEDs : Light-Emitting Diodes

LSDA : Local Spin Density Approximation

mBJ : modified Becke Johnson

PBE : Perdew Burke Ernzerhof

PCE : Power Conversion Efficiency

RHF : Restricted Hatree-Fock

RMT : Radius Muffin Tin

SCF : Self Consistent Field

UHF : Unconstrained Hatree-Fock

VBM : Valence Band Maximum

XC : Exchange Correlation
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