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Abstract

Vacancy ordered double perovskites are outstanding materials for optoelectronic

and renewable energy application. In this work, using the full-potential linearized

augmented plane wave (FP-LAPW) method based on the density functional theory

(DFT) as implemented in the WIEN2k pakage, first principle calculations were per-

formed to investigates the physical properties of vacancy order double perovskites

under ambient and uniform pressure. Specifically, the structural, elastic, electronic,

and optical properties of K2TeCl6 under diverse hydrostatic pressures ranging from

0 to 210 GPa are examined to vendicate the compounds superiority for useful ap-

plications. Under ambient pressure, we found a indirect band gap of 2.622 eV for

K2TeCl6 and which reveals the compound semiconducting nature. Nevertheless,

when pressure is increased (0 upto 210 GPa) the band gap narrows. In the pres-

sure range elastic constant, cauchy’s pressure, poissons, and pughs ratio show the

mechanical stability and ductile behaviour. Likewise, while maintaining mechanical

stability, hydrostatic pressure significantly impacts elastic properties. The ductility

and anisotropic behaviour of vacancy ordered double perovskite are intensified un-

der applied and uniform pressure. The optical characteristics are analyzed for the

incident photon energy range of 0-12 eV by computing dielectric constant, refractive

index, optical condutivity, optical reflectivity and absorption coefficients which con-

firm that our compound is very suitable for device applications in the major parts

of the spectrum (visible and ultraviolet). The optical functions are enhanced when

pressure is applied, thus vindicating the chosen vacancy order in double perovskites

as suitable for various optoelectronic devices operating in the visible and ultraviolet

ranges.
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Chapter 1

Introduction

In the recent years, the quest for novel compounds for renewable energy conversion

with tailored properties continues to drive research towards exploring diverse crys-

tal structures and compositions [1, 2]. Among these intriguing materials, vacancy-

ordered double perovskites have emerged as a fascinating class of compounds with

promising applications. These materials exhibit a distinctive crystal structure char-

acterized by the precise arrangement of vacancies within the perovskite lattice, offer-

ing unique opportunities for tuning their electronic and optical properties [3–5]. In

the last few decades, vancy ordered double perovskite compounds have been widely

analyzed because of their possible applications in Fourier transform infrared and

renewable energy devices [6, 7]. Additionally, due to their better durability with

low synthesis cost vancy ordered double perovskites have a common interest for

thermoelectric devices [8–10].

Vacancy-ordered double perovskites, characterized by the shared formula A2BX6

(with A and B representing metal cations and X representing an anion), have sig-

nificantly transformed multiple technological sectors, including photovoltaics, pho-

tocatalysis, optoelectronics, and the thermoelectric power industry [11–13]. The

halide-based vacancy ordered double perovskite material is also an attraction for de-

vice use in the visible, infraed as well as ultraviolet regions of the spectrum [14–18].
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Introduction

A lot of work has been done on the electronic, optical, as well as thermoelectric

characteristics of vacancy ordered double perovskite compounds. For exploring the

most efficient, stable, and non-toxic alternatives, the halide (X) based double per-

ovskites (with A2BX6 general structural formula) have been investigated. The choice

of atoms of varying ionic radii can adjust the structural compositions, which signifi-

cantly influence the exhibited diverse physical properties. The K2TiCl6 and K2TiBr6

have the maximum absorption of light from visible to ultraviolet region of spec-

trum [19]. Solar cells and other optoelectronic applications require them more due to

their non-toxic nature and strong structural and thermodynamic stabilities [20–22].

The reported energy band gap 1.6 eV of Cs2PdBr6 by theoretical approach is an

outstanding breakthrough in solar cell technology [23]. The experimental analysis

of Cs2SnI6 thin film realize the fascination ability and its possibility for solar cell

applications [24]. The structural properties of Te doped Cs2SnI6 complex semicon-

ductor has been illustrated by Maughan et al. (2016) and detected the replacement

of Sn with Te which reduces the thermoelectric and thermodynamic parameters

like electrical conductivity, carrier mobility and carrier concentration [25]. Cai et

al.(2017) has analyzed experimentally the electronic structures and effective masses

of seven compounds A2BI6 where B = Sn, Te, Pt and Pd cations, A = K, Rb and Cs

cations. It has been found; the band gap decreases with increasing anion size that

leads to structural modification attached with BX6 octahedra. The Eg (Γ−X) 1.47

eV with stable cubic structure is favored the optoelectronic properties [26]. Due to

environmental risks and biomedical restrictions, Pb’s toxicity prevents its economic

utilization [27–30]. Therefore, the demand for Pb-free, highly efficient electronics

is enormous. To overcome this problem, different attempts had been performed

to replace Pb with inorganic metal cations like tellurium (Te4+) [31], germanium

(Ge4+) [32], bismuth (Bi3+ ) [33], silver (Ag+) etc [34]. Unfortunately, most of them

have poor optical efficiency and less stability at ambient conditions. Recently, ti-

tanium (Ti) based variant perovskites have been recommended as alternative and

promising solution of Pb free perovskites for solar cell applications [35, 36]. In near

past, an experiment has been exhibited on cesium titanium bromide Cs2TiBr6 for

solar with conversion optimum conversion efficiency. Later, Cs2TiCl/Br6 for solar
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cells [37–39] has undergone a great deal of research. Potential possibilities for solar

cells and other optoelectronic applications include Cs2TiCl/Br6 due to their excellent

stability, non-toxic makeup, visible band gap, and high conversion efficiency [40].

We follow the first-principle calculation method using Density Functional The-

ory [12, 13] as implemented in WIEN2k code. Density Functional Theory (DFT)

is a computational quantum mechanical modeling method used to investigate the

electronic structure of many-body systems. DFT is based on the concept of the

electron density rather than the wave functions of individual electrons, making it

computationally more efficient for studying systems with a large number of elec-

trons [41]. In DFT, the total energy of a system is expressed as a functional of

the electron density. The challenge is to find the electron density that minimizes

the total energy, subject to the constraints imposed by the external potential from

the atomic nuclei. The WIEN2k package is a computer program written in Fortran

which performs quantum mechanical calculations on periodic solids. It uses the

full-potential (linearized) augmented plane-wave and local-orbitals basis set to solve

the Kohn–Sham equations of density functional theory. It was originally developed

by Peter Blaha and Karlheinz Schwarz from the Institute of Materials Chemistry

of the Vienna University of Technology. The first public release of the code was

done in 1990 [42]. It is based on the most accurate scheme for the calculation of the

bond structure the full potential energy (linear) augmented plane wave method. In

this thesis, we examine the variations in mechanical and optoelectronic properties of

K2TeCl6 under different pressure conditions, extending up to 210 GPa. A number

of physical characteristics, including structural, electronic, and optical properties

are frequently explored in detail in order to get a better knowledge of the possible

uses of materials. Notably, to properly appreciate a compounds potential for device

applications, understanding of elastic constants, moduli, and anisotropy is neces-

sary. The pressure-dependent electronic and optical characteristics are also vital to

understand the examined materials viability in optoelectronic applications. Many

types of double perovskite oxides compounds were elaborated under ambient pres-

sure and others were synthesized at high pressure, especially,the study of the series

Sr2CrBO6 compounds based on strontium and chromium where many experimental
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and theoretical investigations were reported, due to their structural stability at high

temperature, excellent optical properties and high rigidity [43–46].

In this thesis, we begin with the introduction of vacancy ordered double perovskite

K2TeCl6 materials in the first chapter. In chapter 2 we discuss the basic quan-

tum mechanics which starts with Schrodinger’s groundbreaking equation. Chap-

ter 3 contains the theoretical investigation of Density Functional Theory. In this

chapter, we discussed the electron density, Thomas-Fermi theory, Hohenberg-Kohn

theory, Kohn-Sham equations, Solving the Khon-Sham equation, and the Exchange-

correlation potential such as Local density approximation, Hybrid functional ap-

proach, Generalized-Gradient Approximation. In Chapter 5, we showcased the out-

comes and discussions section of this thesis. In this chapter, our initial focus was on

determining the crystal structure. Subsequently, we computed various properties,

including the energy band structure, density of states, optical absorption, conduc-

tivity, reflectivity, refractivity, real and imaginary dielectric tensor, as well as elastic

properties of K2TeCl6 under both ambient and uniform pressure conditions. Finally,

in chapter 6 we provided a comprehensive summary of this report.
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Chapter 2

Basic Quantum Mechnics

The physical features of nature at the size of atoms and subatomic particles are de-

scribed by the fundamental physics theory known as quantum mechanics. It serves

as the theoretical cornerstone for all branches of quantum physics, including quan-

tum information science, quantum technology, quantum field theory, and quantum

chemistry. Many features of nature are described by classical physics, the body of

ideas that predated the development of quantum mechanics, at a large scale, but it is

insufficient to describe them at microscopic scales. The majority of classical physics

theories can be approximated by large-scale quantum mechanics [47]. With regard

to energy, momentum, angular momentum, and other quantities of a bound system,

quantum mechanics differs from classical physics in that these quantities are con-

strained to discrete values objects have characteristics of both particles and waves

and there are restrictions on how precisely a physical quantity can be predicted

before being measured, given a complete set of initial conditions.

Erwin Schrödinger utilized de Broglie’s connections to describe hypothetical plane

waves in his 1926 attempt to characterize the so-called matter waves which led to the

most generic version of the famous equation bearing his name, the time-independent

Schrödinger equation [48].

Eψ(~r) = Ĥψ(~r) (2.1)
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It is often impracticable to use a complete relativistic formulation of the formula;

therefore Schrödinger himself postulated a non-relativistic approximation which is

nowadays often used, especially in quantum chemistry.

Using the Hamiltonian for a single particle

Ĥ = T̂ + V̂ = − ~2

2m
~∇2 + V (~r) (2.2)

leads to the (non-relativistic) time-independent single-particle Schrödinger equation

Eψ(~r) = [− ~2

2m
~∇2 + V (~r)]ψ(~r). (2.3)

In this thesis, from now on only non-relativistic cases are considered.

For N particles in three dimensions, the Hamiltonian is

Ĥ =
N∑
i=1

Pi
2

2mi

+ V (~r1, ~r2, . . . , ~rN) = −~2

2

N∑
i=1

1

mi

∇i
2 + V (~r1, ~r2, . . . , ~rN) (2.4)

The corresponding Schrödinger equation reads

Eψ(~r1, ~r2, . . . , ~rN) =

[
−~2

2

N∑
i=1

1

mi

∇i
2 + V (~r1, ~r2, . . . , ~rN)

]
ψ(~r1, ~r2, . . . , ~rN) (2.5)

Special cases are the solutions of the time-independent Schrödinger equation, where

the Hamiltonian itself has no time-dependency (which implies a time-independent

potential V (~r1, ~r2, . . . , ~rN), and the solutions therefore describe standing waves which

are called stationary states or orbitals). Again, using the many-body Hamiltonian,

the Schrödinger equation becomes

Eψ(~r1, ~r2, . . . , ~rN) =

[
−~2

2

N∑
i=1

1

mi

∇i
2 + V (~r1, ~r2, . . . , ~rN)

]
ψ(~r1, ~r2, . . . , ~rN) (2.6)
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2.1 The wave function

Wave function, in quantum mechanics, variable quantity that mathematically de-

scribes the wave characteristics of a particle. The value of the wave function of a

particle at a given point of space and time is related to the likelihood of the par-

ticle’s being there at the time. By analogy with waves such as those of sound, a

wave function, designated by the Greek letter Ψ may be thought of as an expres-

sion for the amplitude of the particle wave (or de Broglie wave), although for such

waves amplitude has no physical significance. The square of the wave function Ψ2,

however, does have physical significance: the probability of finding the particle de-

scribed by a specific wave function Ψ at a given point and time is proportional to

the value of Ψ2 [49]. The first and most important postulate is that the state of a

particle is completely described by its (time-dependent) wave function,i.e.the wave

function contains all information about the particle’s state. For the sake of simplic-

ity the discussion is restricted to the time-independent wave function. A question

always arising with physical quantities is about possible interpretations as well as

observations. The Born probability interpretation of the wave function, which is

a major principle of the Copenhagen interpretation of quantum mechanics, pro-

vides a physical interpretation for the square of the wave function as a probability

density [50,51]

|ψ(~r1, ~r2, ..., ~rN)|2d~r1, d~r2...d~rN (2.7)

Equation(2.9)describes the probability that particles 1, 2, ..N are located simulta-

neously in the corresponding volume element d~r1d~r2...d~rN [52]. It is also necessary

to take into account what would happen if two particles’ locations were switched.

Simple logic dictates that the entire probability density cannot be dependent on

such a transaction, i.e.

|ψ(~r1, ~r2, . . . , ~ri, ~rj, . . . ~rN)|2 = |ψ(~r1, ~r2, . . . , ~rj~ri, , ~rN)|2 (2.8)

The wave function’s behavior during a particle exchange has only two possible out-

comes. The first is a symmetrical wave function that is unaffected by the exchange.

Bosons, or particles with integer or zero spin, correspond to this. The alternative

7
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possibility is an anti-symmetrical wave function, which corresponds to fermions (par-

ticles with a half-integer spin), and in which an exchange of two particles results in a

sign change [53,54]. In this text only electrons are from interest, which are fermions.

The anti-symmetric fermion wave function leads to the Pauli principle,which states

that no two electrons can occupy the same state, whereas state means the orbital

and spin parts of the wave function [55](the term spin coordinates will be discussed

later in more detail). The an-tisymmetry principle can be thought of as Pauli’s

theoretical concepts in the description of spectra (such as alkaline doublets) being

formalized in quantum mechanics [56]. Another consequence of the probability in-

terpretation is the normalization of the wave function. If equation (2.9) describes

the probability of finding a particle in a volume element,setting the full range of

coordinates as volume element must result in a probability of one, i.e. all particles

must be found somewhere in space. This corresponds to the normalization condition

for the wave function.

∫
d~r1

∫
d~r2· · ·

∫
d~rN |ψ(~r1, ~r2, . . . , ~rN)|2 = 1 (2.9)

Equation (2.11) also reveals the conditions that a wave function must meet in order

to be deemed physically acceptable. Wave functions must be square-integratable and

continuous over the entire spatial range [57]. Calculating the expectation values of

operators using a wave function yields the expectation value of the relevant observ-

able for that wave function, which is another crucial aspect of the wave function [58].

For an obserable O(~r1, ~r2, . . . ~rN),this can generally be written as

O =< O >=

∫
d~r1

∫
d~r2· · ·

∫
d~rNψ

∗(~r1, ~r2, . . . , ~rN)Ôψ(~r1, ~r2, . . . , ~rN) (2.10)

Calculating the expectation values of operators using a wave function yields the

expectation value of the relevant observable for that wave function, which is another

crucial aspect of the wave function,

Eψ(~r) =

[
~2

2m
~∇2 − e2

4πεo
.

1

|~r|

]
ψ(~r (2.11)

8
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marks and good starting point. For the sake of simplicity, the so-called atomic

units are introduced at this point for subsequent usage. That means the electron

mass me, the reduced planck constant (Driaction constant)~ as well as the vaccum

permitivity factor 4πεo are all set to unity [59]. The Schrondinger equation for the

single electron simplies to

Eψ(~r) =

[
−1

2
~∇2 − 1

|~r|

]
ψ(~r) (2.12)

This form of the Schrödinger equation is analytically solvable. Although for the

description of matter, even atoms, the Schrödinger equation exceeds analytical ac-

cessibility soon. Usage of (2.8) allows a construction of a generalized many-body

Schrödinger equation for a system composed of N electrons and M nuclei, where

external magnetic and electric fields are neglected.

Eiψi(~r1, ~r2, . . . , ~rN , ~R1, ~R2, . . . , ~RN) = Ĥψ(~r1, ~r2, . . . , ~rN , ~R1, ~R2, . . . , ~RN) (2.13)

Equation (2.15) doesn’t seem overly complicated on the first look, but an examina-

tion of the corresponding molecular Hamiltonian

Ĥ = −1

2

N∑
i=1

~∇i

2
− 1

2

M∑
k=1

~∇k

2
−

N∑
i=1

M∑
k=1

Zk
rik

+
N∑
i=1

N∑
j>i

1

rij
+

M∑
k=1

M∑
l>k

ZkZl
Rkl

(2.14)

More generally, it can be written as

Ĥ =
∑
i

− ~2

2me

~∇i

2
+
∑
I

− ~2

2mI

~∇I

2
+
∑
iI

− Zie
2

|~ri − ~RI |
+

1

2

∑
i 6=j

e2

|~ri − ~rj|
+

1

2

∑
I 6=J

ZIZJe
2

|~ri − ~rj|
(2.15)

reveals the real complexity of the equation. In equation (2.16), Mk repsresents the

nuclear mass in atomic units (i.e.in units of the electron mass),Zk and Zl represent

the atomic numbers,and ~rij = |~i−~j|, ~rik = |~i− ~k| and ~Rkl = |~k −~l| reperesents the

distances between the particles (electron-electron nucleus and nucleus-nucleus). A

term by term interpretation of the right hand side in (2.16) reveals that the first

two terms correspond to the kinetic energies of the electrons and nuclei. The latter

three terms denote the potential part of the Hamiltonian in terms of electrostatic

9
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particle-particle interactions. This is reflected by the corresponding signs, where the

negative sign denotes an attractive potential between electrons and nuclei, whereas

the positive signs denote repulsive potentials between electrons and electrons as well

as the nuclei among themselves [60].

2.2 Born-Oppenheimer approximation

The Born-Oppenheimer approximation is one of the basic concepts underlying the

description of the quantum states of molecules. This approximation makes it pos-

sible to separate the motion of the nuclei and the motion of the electrons. In this

discussion nuclear refers to the atomic nuclei as parts of molecules not to the in-

ternal structure of the nucleus. The Born-Oppenheimer approximation neglects the

motion of the atomic nuclei when describing the electrons in a molecule. Another

simplification can be added by taking advantage of the fact that the mass of a proton

is around 1800 times greater than the mass of an electron, which is the lowest mass

ratio of electron to nucleus (hydrogen atom) and increases even further for heavier

atoms. According to the so-called Born-Oppenheimer approximation, the nucleus

can be regarded as non-moving, or spatially fixed, in relation to the electrons be-

cause of the mass difference. On the timescale of electronic transitions, the core

movement can be disregarded, which implies it has no influence on them [50,61,62].

As a result, the so-called electronic Hamiltonian replaces the general Hamiltonian

Ĥ = −1

2

N∑
i=1

~∇i

2
−

N∑
i=1

M∑
k=1

Zk
rik

+
N∑
i=1

N∑
j>i

1

rij
(2.16)

or in terms of operators

Hel = T̂ + Û + V̂ = T̂ + ˆVtot (2.17)

The electronic Schrödinger equation is of great relevance, especially for quantum

chemistry and molecular physics issues. Nevertheless, a quick glance at equations

(2.15) to (2.19) shows that there are still a few more important issues to resolve
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before a workable solution can be found. Inspection of equations (2.18) and (2.19)

shows that the kinetic energy term ~T doesn’t depend on the nuclear coordinate

Rkl,or in other words, it is only a function of the electron number. Also the electron-

electron repulsion ~U is the same for every system with only Coulomb interactions.

Therefore the only part of the electronic Hamiltonian which depends on the atomic

respectively molecular system is the external potential V caused by the nucleus-

electron repulsion. Subsequently this also means that ~T and ~U the electron number

N as input will be therefore be denoted as universal, whereas ~V is system dependent.

The expectation value of ~V is also often denoted as the external potential Vext,which

is consistent as long as there are no external magnetic or electrical fields [58]. As soon

as the external potential is known, the next step is the determination of the wave

functions ψi which contain all possible information about the system. As simple

as the sounds, that exact knowledge of the external potentials ,i.e. in similarity to

classical mechanics, the largest system which can be solved analytically is a 2-body-

system, which corresponds to a hydrogen atom. Using all approximations introduced

up to now it is possible to calculate a problem similar to H+
2 a single ionized hydrogen

molecule. To get results for larger systems, further approximations have to be made.

2.3 The Hatree-Fock approach

The Coulomb interaction is the root cause of all computing complexity. Maybe

there’s a way to make this word more computationally tractable, like an effective

electron-electron potential Uee(~r). A first guess at such an effective potential in which

to study the motion of electrons is that each electron moves in a field produced by

a sum over all the other electrons. Analogy with classical physics suggests that the

potential corresponding to electron-electron interactions could be

Uee ~(r) =

∫
d~r
e2n(~r′)

|~r − ~r′|
(2.18)

11
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where n is the number density of electrons

n(~r) =
∑
j

|ψj(~r)|2 (2.19)

This guess can immediately be inserted into the Schrödinger equation, giving

− ~2

2m
~∇2ψl +

[
Uion ~(r) + Uee ~(r)

]
ψl = εlψl (2.20)

Equation (2.22) is the Hartree equation, which lay behind the first systematic at-

tempts by Hartree (1928) to deduce atomic spectra from first principles [63]. Varia-

tional calculus, which is related to the least-action principle of classical mechanics,

is a highly helpful tool for determining an appropriate approach to approximating

the analytically not accessible solutions of many-body problems. By the use of

variational calculus, the ground state wave function which corresponds to the lowest

energy of the system can be approached. A useful literature source for the principles

of variational calculus has been provided by T.Flieÿbach [64].

Hence, for now only the electronic Schrödinger equation is of interest, therefore

in the following sections we set H ≡ Hel, E ≡ Eel, and so on. Observables in

quantum mechanics are calculated as the expectation values of operators [50, 65].

The energy as observable corresponds to the Hamilton operator,therefore the energy

corresponding to a general Hamiltonian can be calculated as

E = < Ĥ >

=

∫
d~r1

∫
d~r2· · ·

∫
d ~rNψ

∗(~r1, ~r2, . . . , ~rN)Ĥψ(~r1, ~r2, . . . , ~rN) (2.21)

The fundamental tenet of the Hartree-Fock technique is that any (normalized) trial

wave function other than the actual ground state wave function will always have

an energy that is an upper bound, or greater than the actual ground state energy.

The energies are equivalent if the trial function turns out to be the intended ground

state wave function.

Etrial ≥ E0 (2.22)

12
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with

Etrial =

∫
d~r1

∫
d~r2· · ·

∫
d~rNψ

∗
trial(~r1, ~r2, . . . , ~rN)Ĥψtrial(~r1, ~r2, . . . , ~rN) (2.23)

and

E0 =

∫
d~r1

∫
d~r2· · ·

∫
d~rNψ

∗
0(~r1, ~r2, . . . , ~rN)Ĥψ0(~r1, ~r2, . . . , ~rN) (2.24)

The expressions above are usually inconvenient to handle. For the sake of a compact

notation, in the following the bra-ket notation of Dirac is introduced. For a detailed

description of this notation, the reader is referred to the original publication [66].

In this notation, equations (2.24) to (2.26) are expressed as

〈
ψtrial|Ĥ|ψtrial

〉
= Etrial ≥ E0 =

〈
ψ0|Ĥ|ψ0

〉
(2.25)

Proof :The eigenfunctions psi of the Hamiltonian Ĥ(each corresponding to an en-

ergy eigenvalue Ei ) form a complete basis set, therefore any normalized trial wave

function psi trial can be expressed as linear combination of those eigenfunctions [67].

ψtrial =
∑
i

λiψi (2.26)

The orthogonality and normalization of the eigenfunctions are taken for granted. It

is therefore requested that the trial wave function be normalized, which means

〈ψtrial|ψtrial〉 = 1 =

〈∑
i

λiψi|
∑
j

λjψj

〉
=
∑
i

∑
j

λi∗λj 〈ψi|ψj〉 =
∑
j

|λj|2 (2.27)

On the other hand,following (2.27) and (2.29)

Etrial =
〈
ψtrial|Ĥ|ψtrial

〉
=

〈∑
i

λiψi|Ĥ|
∑
j

λjψj

〉
=
∑
j

Ej|λj|2 (2.28)

In addition to having the smallest eigenvalue (E0 ≤ Ei) due to the fact that the

13
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ground state energy E0 is by definition the lowest energy attainable, it is discovered

that

Etrial =
∑
j

Ej|λj|2 ≥ E0

∑
j

|λj|2 (2.29)

similar to equation (2.27) One of the key ideas of density functional theory is the

mathematical framework mentioned above, or the laws that give functions numer-

ical values, or functionals. Instead of receiving a numerical input and producing a

numerical output, a function receives a function as input and produces a numerical

output [68]. Equations (2.23) to (2.31) also include that a search for the minimal

energy value while applied on all allowed (physically possible, cf. 2.4 N-electron

wave-functions will always provide the ground-state wave function (or wave func-

tions, in case of a degenerate ground state where more than one wave function

provides the minimum energy). Expressed in terms of functional calculus, where

ψ→ N addresses all allowed N-electron wave functions, this mean [60].

E0 = min
ψ→N

E[ψ] = min
ψ→N

< ψ|Ĥ|ψ >= min
ψ→N

< ψ|T̂ + V̂ + Û |ψ > (2.30)

For N-electron systems this search is, due to the large number of possible wave func-

tions on the one hand and limitations in computational power and time, practically

impossible. What is possible is the restriction of the search to a smaller subset of

possible wave function, as it is done in the Hartree-Fock approximation. In the

Hartree-Fock approach, the search is restricted to approximations of the N- elec-

tron wave function by an antisymmetric cf.chapter product of N (normalized) one-

electron wave-functions, the so called spin-orbitals χi( ~Xi) [69]. Slater-determinant

is the name of a wave function of this kind, and it reads [60,69].

ψ0 ≈ φSD = (N !)−
1
2 =


χ1( ~x1) χ2( ~x1) . . . χN( ~x1)

χ1( ~x2) χ2( ~x2) . . . χN( ~x2)
...

...
. . .

...

χ1(~xN) χ2(~xN) . . . χN(~xN)

 (2.31)

It’s crucial to note that the spin-orbitals χi(~xi) depend on a spin coordinate intro-

duced by a spin function, ~xi = ~ri, s in addition to spatial coordinates. A detailed
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discussions of the spin orbitals and their (necessary) properties is omitted in this

text, a detailed treatise is provided in the books by Szabo [55] and Holthausen [60].

For atomic calculations, spin orbitals of the type hydrogen and linear combinations

of them are utilized as spin orbitals [70]. The ground state energy approximated by a

single slater determinant in equation (2.32), going back to the variational principle,

becomes

E0 = min
φSD→N

E[φSD] =

min
φSD→N

〈
φSD|Ĥ|φSD

〉
= min

φSD→N

〈
φSD|T̂ + V̂ + Û |φSD

〉
(2.32)

The Hartree-Fock Energy is expressed generally by using the Slater determinant as

a trial function.

EHF =
〈
φSD|Ĥ|φSD

〉
=
〈
φSD|T̂ + V̂ + Û |φSD

〉
(2.33)

A thorough derivation of the Hartree-Fock energy’s final expression is omitted for

the sake of conciseness. It is a simple computation that can be found, for instance,

in the book by Schwabl [65]. Three main components make up the Hartree-Fock

energy’s final representation [60].

EHF =
〈
φSD|Ĥ|φSD

〉
=

N∑
i

(i|ĥ|i) +
1

2

N∑
i

N∑
j

[(ii|jj)− (ij|ji)] (2.34)

with (
i
∣∣∣ĥi∣∣∣ i) =

∫
χ∗i

[
−1

2
~∇i

2
−

M∑
k=1

Zk
rik

]
χi(~xi)d~xi (2.35)

(ii|jj) =

∫ ∫
|χi(~xi)|2

1

rij
|χj(~xj)|2d~xid~xj (2.36)

(ii|jj) =

∫ ∫
χi(~xi)χ

∗
j(~xj)

1

rij
χj(~xj)χ

∗
i (~xi)d~xid~xj (2.37)

The first term denotes the single particle contribution of the Hamiltonian and is

associated with the kinetic energy and nucleus-electron interactions, whereas the

latter two terms are associated with electron-electron interactions. Coulomb and

exchange integral, respectively, are their names [60, 69]. Examination of equations
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(2.36) to (2.39) furthermore reveals, that the Hartree-Fock energy can be expressed

as a functional of the spin orbitals EHF = E[χi]. Thus,variation of the spin orbitals

leads to the minimum energy [60]. An important point is that the spin orbitals

remain orthonormal during minimization. This restriction is accomplished by the

introduction of Lagrangian multipliers χi in the resulting equations, which represent

the Hartree-Fock equations. For a detailed derivation, the reader is referred to the

book by Szabo and Ostlund [60,64,69].

At last, one reaches

f̂χi = λiχi i = 1, 2, 3, . . . , N (2.38)

f̂i = −1

2
~∇i

2
−

M∑
k=1

Zk
rik

+
N∑
i

[
ĵj(~xi)− K̂j(~xi)

]
= ĥi + V̂ HF (i) (2.39)

the ith electron’s Fock operator. Similar to (2.36) and (2.39), the first two terms

are sums over the Coulomb operators ĵj and the exchange operators Kj with the

other j electrons, which together form the Hartree-Fock potential V̂ HF . These terms

represent the kinetic and potential energy due to nucleus-electron interaction, which

is collected in the core Hamiltonian ĥi. There, the Hartree-Fock main approximation

is visible. A one-electron operator,V̂ HF , which describes the repulsion on average,

replaces the two-electron repulsion operator from the original Hamiltonian [60].

2.4 Limitations and failings of the Hartree-Fock

approach

Molecules and atoms can both have an even or an odd number of electrons. The

molecule is in a singlet state if the number of electrons is even and they are all

positioned in double-occupied spatial orbitals φi. Closed-shell systems are what

these systems are known as. Closed-shell systems are substances with an odd number

of electrons as well as substances with a single occupied orbital, i.e., species with

a triplet or higher ground state. These two categories of systems relate to two

different Hartree-Fock technique approaches. All electrons are assumed to be paired

in orbitals when using the restricted HF method (RHF), however this restriction is
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completely eliminated when using the unrestricted HF method (UHF). Open-shell

systems can also be described using the restricted open-shell HF (ROHF) method,

which is more difficult and thus less common than the UHF method but is more

realistic since only the single occupied orbitals are excluded [60].

There are also closed-shell systems that demand an open strategy in order to produce

quality outcomes. For instance, it is illogical to use a system that places both

electrons in the same spatial orbital to describe the dissociation of H2 (i.e., the

behavior at large internuclear distance), because one electron must be positioned

at one hydrogen atom. Therefore, while performing HF calculations, the method

selection is always of utmost impor tance [69]. The size of the investigated system

can also be a limiting factor for calculations. Kohn tates a number of M = p5 with

3 ≤ p ≤ 10 parameters for a result with sufficient accuracy in the investigation of

the H2 systems [71]. For a system with N = 100 (active) electrons the number of

parameters rises to

M = p3N = 3300 to 3300 ≈ 10150 to 10300 (2.40)

Equation (2.42) states that the energy minimization would need to be carried out

in a space with at least 10150 . HF-methods are therefore restricted to systems with

a small number of involved electrons (N ≈ 10). Referring to the exponential factor

in (2.42) this limitation is sometimes called exponential wall dimensions, which is

considerably above current processing capabilities [71]. The energy determined by

HF calculations is usually greater than the precise ground state energy because a

multi electron wave function cannot be completely represented by a single Slater

determinant. The Hartree-Fock limit is the energy that can be measured with the

greatest accuracy using HF methods [60]. The difference between EHF and Eexact

is called correlation energy and can be denoted as

EHF
corr = Emin − EHF (2.41)

Even while Ecorr is typically modest compared to Emin, as in the case of a N2
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molecule,

EHF
corr = 14.9eV < 0.001.Emin (2.42)

it can have a huge influence [72]. For instance, the experimental dissociation energy

of the N2 molecule is

Ediss = 9.9eV < Ecorr (2.43)

It indicates that the correlation energy contributes significantly to relative energies

like reaction energies, which are particularly interesting in quantum chemistry [72].

The HF-method’s mean field approximation is the primary source of the correlation

energy. This implies that one electron flows in the same field as the average of the

other electrons, a method that completely ignores the inherent connection of the

electron movements. To better grasp what it means, consider how electrons repel

one another at close ranges, which is obviously outside the scope of a mean-field

technique like the Hartree-Fock method [60].
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Chapter 3

Density Functional Theory

Density functional theory has become the method of choice for modeling periodic

systems in quantum mechanics over the past 30 years. Recently, quantum chemists

have also adopted it, and it is now widely used for modelling the energy surfaces

of molecules. In this thesis, we will emphasize the qualities that have made density

functional theory so popular and introduce the underlying concepts. We examine

functional family families performance and describe current developments in ex-

change correlation functionals [73]. The electronicThomas-Fermi Theory structure

of many body systems, specifically atoms, molecules, and condensed phases, are

studied using density functional theory (DFT), a computational quantum mechan-

ical modeling technique. According to this theory, it is possible to ascertain the

characteristics of numerous electron systems by employing a function of another

function, in this case, the spatial dependency of the electron density. The term den-

sity functional theory refers to the usage of electron density functions. The idea put

forth in 1965 by Kohn and Sham that the electron kinetic energy should be derived

using an additional set of orbitals used to represent the electron density is what

led to the development of the contemporary DFT approach [74]. DFT’s basic prin-

ciple is to use a system’s particle density rather than its many-body wavefunction

to characterize a many-body interacting system. Its importance lies in its ability
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to use particle density to reduce the 3N degrees of freedom of the N-body system

to only three spatial variables. It is founded on the well-known Hohenberg-Kohn

(HK) theory, which asserts that all of a system’s features may be seen as distinct

functionals of its ground state density.ogether with the Born-Oppenheimer (BO) ap-

proximation and Kohn-Sham (KS) ansatz, practical accurate DFT calculations have

been made possible via approximations for the so called exchange-correlation (XC)

potential, which describes the effects of the Pauli principle and the Coulomb poten-

tial beyond a pure electrostatic interaction of the electrons. Since it is impossible

to calculate the exact (XC) potential (by solving the many-body problem exactly),

a common approximation is the so called local density approximation (LDA) which

locally substitutes the XC energy density of an inhomogeneous system by that of a

homogeneous electron gas evaluated at the local density. In many cases the results

of DFT calculations for condensed matter systems agreed quite satisfactorily with

experimental data, especially with better approximations for the XC energy func-

tional since the 1990s. Also, the computational costs were relatively low compared

to traditional ways which were based on the complicated many-electron wave func-

tion, such as Hartree-Fock theory and its descendants. Despite the improvements

in DFT, there are still difficulties in using DFT to properly describe intermolecular

interactions; charge transfer excitations; transition states, global potential energy

surfaces and some other strongly correlated systems; and in calculations of the band

gap of some semiconductors [75].

3.1 A new base variable - the electron density

A general statement regarding the calculation of observables has been given in the

section 2.1 about the wave function. This section discusses a quantity calculated

in a very similar manner. As the primary variable in density functional theory, the

electron density (for N electrons) is defined as [52,60].

n(~r) = N
∑
s1

∫
d ~x2 . . .

∫
d~xNψ

∗( ~x1, ~x2, . . . , ~xN)ψ( ~x1, ~x2, . . . , ~xN) (3.1)
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What has to be mentioned is that the notation in (3.1) considers a wave function

dependent on spin and spatial coordinates. In detail, the integral in the equation

gives the probability that a particular electron with arbitrary spin is found in the

volume elementd~r1. Due to the fact that the electrons are indistinguishable, N

times the integral gives the probability that any electron is found there. The other

electrons represented by the wave function ψ( ~x1, x2, . . . , ~xN) have arbitrary spin

and spatial coordinates [52]. If additionally the spin coordinates are neglected, the

electron density can even be expressed as measurable observable only dependent on

spatial coordinates [71,76].

n(~r) = N

∫
d~r2 . . .

∫
d~rNψ

∗(~r1, ~r2, . . . , ~rN)ψ(~r1, ~r2, . . . , ~rN) (3.2)

which, for example, X-ray diffraction can measure [60]. Before presenting an ap-

proach using the electron density as variable, it has to be ensured that it truly

contains all necessary informations about the system. In detail that means it has

to contain information about the electron number N as well asthe external poten-

tial characterized by V̂ [60]. The total number of electrons can be obtained by

integration the electron density over the spatial variables [60].

N =

∫
d~rn(~r) (3.3)

What needs to be demonstrated is that the electron density also uniquely charac-

terizes the external potential, where uniquely denotes up to an additive constant.

3.2 Thomas-Fermi Theory

One of the earliest tractable schemes for solving the many-electron problem was

proposed by Thomas and Fermi [77, 78]. In this model, the electron density n(r) is

the central variable rather than the wave function, and the total energy of a system

is written as a functional ETF [n(r)] where square brackets are used to enclose the

argument of the functional, which in this case is the density. The Thomas-Fermi
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energy functional is composed of three terms,

ETF [n(~r)] = Ak

∫
n(~r)5/3dr +

∫
n(~r)Vextdr +

1

2

∫ ∫
n(~r)n(~r′)

|~r − ~r′|
(3.4)

The first term is the electronic kinetic energy associated with a system of non-

interacting electrons in a homogeneous electron gas. This form is obtained by inte-

grating the kinetic energy density of a homogeneous electron gas t0 [n(r)] [79].

T TF [n(~r)] =

∫
t0[n(~r]d~r (3.5)

where t0[n(~r] is obtained by summing all of the free-electron energy states ε = K2

2

up to the Fermi wave vector KF = [3π2n(~r)]
1
3

t0[n(r)] =
2

2π3

∫
k2

2
nkdk =

1

2π3

∫ k

0

Fk4dk (3.6)

nk is the density of allowed states in reciprocal-space. This leads to the form given

in (3.7) with coefficient Ak = 3
10

(3π2)
2
3 . The power-law dependence on the density

can also be stablished on dimensional grounds. The second term is the classical

electrostatic energy of attraction between the nuclei and the electrons, where Uext(~r)

is the static Coulomb potential arising from the nuclei,

Uext(~r) = −
M∑
j=1

zj

|~r − ~Rj|
(3.7)

Finally, the third term in (3.6) represents the electron-electron interactions of the

system, and in this case is approximated by the classical Coulomb repulsion between

electrons, known as the Hartree energy.

To obtain the ground state density and energy of a system, the Thomas-Fermi

equation (3.8) must be minimized subject to the constraint that the number of

electrons is conserved. This type of constrained minimization problem, which occurs

frequently within many-body methods, can be performed using the technique of

Lagrange multipliers. In general terms, them minimization of a functional F [f ],
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subject to the constraint C[f ], leads to the following stationary condition

δ(F [f ]− µC[f ]) = 0 (3.8)

where µis a constant known as the Lagrange multiplier. Minimizing (3.11) leads to

the solution of the corresponding Euler equation,

δF [f ]

δf
− µδC[f ]

δf
(3.9)

Applying this method to (3.5) leads to the stationary condition,

δETF [n(~r)]− (

∫
n(~r)−

∫
n(~r)d~r −N) (3.10)

which yields the so-called Thomas-Fermi equations

that can be solved directly to obtain the ground state density, Thomas-Fermi theory

suffers from many deficiencies, probably the most serious defect is that it does not

predict bonding between atoms [80–82], so molecules and solids cannot form in this

theory. The main source of error comes from approximating the kinetic energy in

such a crude way. The kinetic energy represents a substantial portion of the total

energy of a system and so even small errors prove disastrous. Another shortcoming

is the over-simplified description of the electron-electron interactions, which are

treated classically and so do not take account of quantum phenomenon such as the

exchange interaction.

3.3 Hohenberg-Kohn theorems

According to the basic lemma of Hohenberg-Kohn [83], not only is n(~r) a functional

of v(~r), but also n(~r) is up to a constant that is solely defined by n(~r) [60, 71,

76].Since the original publication of Hohenberg and Kohn deals with an electron

gas,the Hamiltonian is resembled by the electronic Hamilton operator introduced

in equation (2.18) Ĥel = T̂ + V̂ + Ûwith the one difference that the non-universal

contribution V̂ in this case represents a general external potential (which in caseof
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the electronic Hamilton approximated by Born-Oppenheimer contains a nuclear field

contribution) [58,60,76].

The discussion in this thesis is limited to non-degenerate ground states, following

Hohenberg and Kohn’s original strategy and their proof by reductio ad absurdum

[76]. This restriction nevertheless doesn’t affect the presented proof for the second

theorem and can be lifted as well for the first theorem [84,85].

the energy of the system can be denoted as

E = 〈ψ|Ĥ|ψ〉 = 〈ψ|T̂ + V̂ + Û |ψ〉 =

∫
v(~r)n(~r)d~r + 〈ψ|T̂ + Û |ψ〉 (3.11)

This will be applied to demonstrate Hohenberg and Kohn’s initial theorem.

3.3.1 Theorem 1

The external potential v(~r) is a functional of the electron density n(~r) and, up to

an unimportant constant, uniquely determined by it [76].

Proof : It is assumed that there exist two external potentials v(~r) and v′(~r)which

differ by more than just a trivial constant. Furthermore, the assumption is made,

that both potentials give rise to the same electron density n(~r). Clearly, arising from

the nature of V̂ nthat case there have to be two different Hamiltonians Ĥ and Ĥ ′

. Furthermore ψ and ψ′ have to be different, since they fulfill different Schrödinger

equations. Finally also the energies E and E ′ associated with the particular wave

function differ [71, 86].

Now the two wave functions ψ and ψ′ are used as trial functions assuming the other

wave function is the ground state wave function. Then the expressions

E ′0 = 〈ψ′|Ĥ ′|ψ′〉 < 〈ψ′|Ĥ ′|ψ′〉 =

〈ψ|Ĥ + V̂ ′ − V̂ |ψ〉 = 〈ψ|Ĥ|ψ〉+ 〈ψ|V̂ ′ − V̂ |ψ〉 (3.12)
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and

E0 = 〈ψ|Ĥ|ψ〉 < 〈ψ′|Ĥ|ψ′〉

〈ψ′|Ĥ ′ + V̂ − V̂ ′|ψ′〉 = 〈ψ′|Ĥ ′|ψ′〉+ 〈ψ′|V̂ − V̂ ′|ψ′〉 (3.13)

are obtained. By the use of (3.11), this can be rewritten as

E ′0 < E0 +

∫
[v′(~r)− v(~r)]n(~r)d~r (3.14)

and

E0 < E ′0 +

∫
[v(~r)− v′~r)]n(~r)d~r (3.15)

By summation of (3.14) and (3.15) the inequality

E ′0 + E0 < E0 + E ′0 (3.16)

is obtained, which represents an inconsistency and therefore provides by reduction

to absurdity the proof v(~r) is truly a unique functional of n(~r). The first Hohenberg-

Kohn theorem can also be written in another form which is sometimes called the

strong form of the Hohenberg-Kohn theorem [87]. Here ∆v(~r) and ∆n(~r) correspond

to the change in potential and electron density respectively:

∫
∆v(~r)∆n(~r) < 0 (3.17)

Whereas equation (3.17) can be derived from the original proof [48] it can also be

derived perturbatively. The importance of this proof lies in the fact, that it not

only implies the first Hohenberg Kohn theorem (if ∆v(~r) 6= 0 clearly also must not

vanish) but also provides an assertion about the signs of ∆v(~r) and ∆n(~r) i.e. a

(mostly) positive potentialrequires a (mostly) negative electron density ∆n(~r) to

ensure the negativity of the integral in (3.17) [87].

From the first Hohenberg Kohn theorem it is obvious that also the ground state
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wave function is a unique functional of the ground state electron density

ψ0(~r1, ~r2, . . . , ~rN) = ψ[n0(~r)] (3.18)

Furthermore, recalling (2.12), the ground state expectation value of any observable

is a functional of n0(~r) too, i.e.

O0 = O[n0(~r)] = 〈ψ[n0(~r)]|O|ψ[n0(~r)]〉 (3.19)

Among these observables is the ground state energy, the expectation value of the

Hamiltonian, which is of great importance. Recalling equation (3.11), the ground

state energy corresponding to an potential v(~r) can be denoted as

Ev,0 = Ev[n0(~r)] =
〈
ψ[n0(~r)]|Ĥ|ψ[n0(~r)]

〉
∫
v(~r)n0(~r)d~r +

〈
ψ[n0(~r)]|T̂ + Û |ψ[n0(~r)]

〉
(3.20)

To obtain a more convenient handling of equation (3.13), the Hohenberg-Kohn func-

tional FHK [n(~r)] and subsequently, the energy functional Ev[n(~r)] are defined [76].

FHK [n(~r)] ≡
〈
ψ[n0(~r)]|T̂ + Û |ψ[n0(~r)]

〉
(3.21)

Ev[n(~r)] ≡
∫
v(~r)n0(~r)d~r + FHK [n(~r)] (3.22)

In similarity to the terminology introduced in the section about the HartreeFock

method, the Hohenberg-Kohn functional represents the system independent or uni-

versal part. Equation (3.20) furthermore leads to another crucial finding of the

original paper by Hohenberg and Kohn, which is often addressed as the second

theorem of Hohenberg and Kohn [76].

3.3.2 Theorem 2

Using variational calculus, the ground state energy can be calculated from the elec-

tron density. The exact ground state density is therefore the electron density, which
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offers the smallest amount of ground state energy. The principle of energy variation

is stated in the second Hohenberg-Khon theorem. It implyes that for any trial den-

sity which is not ground state density in a condition n′(~r) > 0 and
∫
n′(~r)dr = N.

That is

E0 6 Ev[n
′] (3.23)

Where Ev[n
′] is the energy functional of next equation (3.25) Originally this second

theorem has been proved by variation calculus, [76] the proof provided subsequently

is a different one, namely the so called constrained-search approach, introduced by

Levy and Lieb [88,89].and subsequently thoroughly examined in the books by Parr,

Yang as well as Kryachko and Ludena [90, 91]. Since the wave function is a unique

functional of the electron density, every trial wave function ψ′ corresponding to a

trial density n′(~r) following equation (3.2). According to the Rayleigh-Ritz principle,

the ground state energy is obtained as

Ev,0 = min
ψ′

〈
ψ′|Ĥ|ψ′

〉
(3.24)

Proof : The minimizing can, in theory, be done in two steps.In the first step, a trial

electron density n′(~r) is fixed. The class of trial functions corresponding to that

electron density is then denoted by ψ′αn′ [71],Then, the constrained energy minimum

is defined as

Ev[n
′(~r)] = min

α

〈
ψ′αn′ |Ĥ|ψ′αn′

〉
=

∫
v(~r)n′(~r)d~r + F [n′(~r)] (3.25)

In that notation, F [n′(~r)] is the functional

F [n′(~r)] ≡ min
α

〈
ψ′αn′ |T̂ + Û |ψ′αn′

〉
(3.26)

which is clearly related to the Hohenberg-Kohn functional in (3.20). What is im-

portant to notice at this point is that the universal functional F [n′(~r)] requires no

explicit knowledge of v(~r).
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In the second step, equation (3.12) is minimized over all trial densities n′(~r):

Ev,0 = min
n′(~r)

Ev[n
′(~r)] = min

n′(~r)

{∫
v(~r)n′(~r)d~r + F [n′(~r)]

}
(3.27)

Now, assuming F [n′(~r)] is the real ground state density, the energy in (3.27) is

obtained for a non-degenerate ground state. Additionally, the restriction to non-

degenerate ground states is finally lifted by the constrained search methodology.

Only one of the wave functions linked to the energy of the degenerate ground state

is found if a ground state density corresponding to a number of wave functions is

chosen [60]. In summary, it has been demonstrated that the electron density can

be used as a base variable inside the framework of density functional theory, which

is precise mathematically.Recapitulating, it has been shown that density functional

theory provides a clear and mathematical exact framework for the use of the electron

density as base variable. Nevertheless, nothing of what has been derived is of practi-

cal use. Or in other words, the Hohenberg-Kohn theorems,as important as they are,

do not provide any help for the calculation of molecular properties and also don’t

provide any information about ap-proximations for functionals like F [n(~r)]. In the

direct comparison to the variational approach of the Hartree-Fock method, the vari-

ational principle introduced in the sec-ond theorem of Hohenberg and Kohn is even

more tricky. Whereas in wave-function based approaches like Hartree-Fock or con-

figuration interaction [60](CI) the obtained energy value provides information about

the quality of the trial wave function (the lower E, the better the wave function),

this is not the case in the variational principle based on the electron density. More

than that, it can even happen that some functionals provide energies lower than the

actual ground state energy in particular calculations [60]. It’s also crucial to note

that some functions n(r) would satisfy the conditions [71], making them potential

ground state densities, but they do not correlate to a potential v(r). The electron

density must therefore be v-representable, which means that it must correlate to a

certain potential [71].
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3.3.3 Advantages and limitations of Hohenberg-Kohn The-

orem

Using the variational principle, the Hohenberg-Kohn theorem provides the rela-

tionships between density and potential. And just one density is used to deter-

mine the ground state energy. Ground state density is what that density is. If

there are multiple densities, the density with the lowest energy is the ground state

density. The Hohenberg-Kohn theorem only uses one direction in the majority of

modern DFT applications, and that direction is utilized to determine the ground

state density for a specific system that is characterized by an external potential.

For the opposite direction, the inverse problem, it is initially unclear whether there

even is a potential that, whether for the interacting or non-interacting system, the

v-representability problem, leads to a certain density through the solution of the

Schrödinger equation. There have been documented cases of both v-representable

and non-v representable densities. The Hohenberg-Kohn theorems therefore need

to be v-representable. From density, we determined all of the electrical characteris-

tics. The non-classical phrase cannot be used to characterize the Hohenberg-Kohn

theorems. It is difficult to express the functional word accurately. This theorem is

invalid if the density is not v-representable. While the Hohenberg-Kohn theorem

indicates that the ground state density can be used to compute system attributes,

it does not show how to find the ground state density.

3.4 The Kohn-Sham equations

The fact that the energy functional can be reduced to the ground-state energy of a

many-electron system is intriguing.

E[n] =

∫
n(r)v(r)dr + F [n] (3.28)

Where

F [n] = T [n] + Vee[n] (3.29)
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The ground-state electron density is the density that minimizes E[n] and hence

satisfies the Euler equation

µ = v(r) +
δF [n]

δn(r)
(3.30)

where µ is the Lagrange multiplier associated with the constraint

∫
n(r)dr = N (3.31)

Among all possible solutions of (3.30), one takes that which minimizes E[n]. Thomas-

Fermi and related models constitute a direct approach, whereby one contructs ex-

plicit approximate forms forT [n] and Vee[n]. This produces a nice simplicity the

equations involve electron density alone. There are5mm seemingly insurmountable

difficulties in going beyond the crude level of approximation. In a trade of simplicity

for accuracy, Kohn and Sham (1965) invented an ingenious indirect approach to the

kinetic-energy functional T [n], the Kohn-Sham (KS) method. They thereby turned

density functional theory into a practical tool for rigorous calculations.

Kohn and Sham proposed introducing orbitals into the problem in such a way that

the kinetic energy can be computed simply to good accuracy, leaving a small residual

correction that is handled separately. To understand what is involved and what

Kohn and Sham did, it is convenient to begin with the exact formula for the ground

state kinetic energy,

T =
N∑
i

ni

〈
ψi

∣∣∣∣−1

2
~∇2

∣∣∣∣ψi〉 (3.32)

where the ψi and ni are, respectively, natural spin orbitals and their occupation

numbers. The Pauli principle requires that 0 ≤ ni ≤ 1; we are assured from the

Hohenberg-Kohn theory that this T is a functional of the total electron density

n(r) =
N∑
i

ni
∑
s

|ψi(r, s)|2 (3.33)

For any interacting system of interest, there are an infinite number of terms in (3.32)

or (3.33), which is ponderous at best. Kohn and Sham (1965) showed that one can
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build a theory using simpler formulas, namely

Ts[n] =
N∑
i

〈
ψi

∣∣∣∣−1

2
~∇2

∣∣∣∣ψi〉 (3.34)

and

n(r) =
N∑
i

∑
s

|ψi(r, s)|2 (3.35)

Equations (3.34) and (3.35) are the special case of (3.32) and (3.33) having ni = 1

for N orbitals and ni = 0 for the rest; this representation of kinetic energy and

density holds true for the determinantal wave function that exactly describes N

noninteracting electrons.

We know that any nonnegative, continuous, and normalized density n is N-representable

and always can be decomposed according to (3.35). But given a n(r), how can we

have a unique decomposition in terms of orbitals so as to give a unique value to

Ts[n] through (3.34)? In analogy with the Hohenberg-Kohn definition of the uni-

versal functional FHK [n], Kohn and Sham invoked a corresponding noninteracting

reference system, with the Hamiltonian

Ĥ =
N∑
i

(
−1

2
∇i

2

)
+

N∑
i

vs(r) (3.36)

in which there are no electron-electron repulsion terms, and for which the ground

state electron density is exactly n. For this system there will be an exact determi-

nantal ground state wave function

ψs =
1√
N !
det[ψ1ψ2 . . . ψN ] (3.37)

where the ψi are the N lowest eigenstates of the one-electron Hamiltonian ĥs :

ĥsψi =

[
−1

2
∇i

2 + vs(r)

]
ψi = εiψi (3.38)
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The kinetic energy is Ts[n], given by (3.34),

Ts[n] =

〈
ψs

∣∣∣∣∣
N∑
i

(
−1

2
~∇2

)∣∣∣∣∣ψs
〉

Ts[n] =
N∑
i

〈
ψi

∣∣∣∣−1

2
~∇2

∣∣∣∣ψi〉 (3.39)

and the density is decomposed as in (3.35). The foregoing definition of Ts[n] leaves an

undesirable restriction on the density-it needs to be noninteracting v-representable;

that is, there must exist a noninteracting ground state with the given n(r). This

restriction on the domain of definition of Ts[n] can be lifted, and Ts[n] of the forme-

quation (3.34) can be defined for any density derived from an antisymmetric wave

function. Despite being uniquely defined for any density, the quantity Ts[n] is still

not the exact kinetic-energy functional T [n]. The brilliant concept of Kohn and

Sham (1965) is to construct an interesting problem such that Ts[n] precisely repre-

sents its kinetic-energy component. We will observe right away that the resulting

theory takes the shape of an independent particle. However, it is accurate.

To produce the desired separation out of Ts[n] as the kinetic energy component,rewrite

(3.29) as

F [n] = Ts[n] + J [n] + Exc[n] (3.40)

Where

Exc[n] = T [n]− Ts[n] + Vee[n]− J [n] (3.41)

The defined quantity Exc[n] is called the exchange-correlation energy; it contains

the difference between T and Ts , presumably fairly small, and the nonclassical part

of Vee[n]. The Euler equation (3.30) now becomes

µ = veff (r) +
δTs[n]

δn(r)
(3.42)

Where the KS effetive potential is defined by

veff (r) = v +
δJ [n]

δn(r)
+
δExc[n]

δn(r)
= v(r) +

∫
n(r′)

|r − r′|
dr′ + vxc(r) (3.43)
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with the exchange-correlation potential

vxc(r) =
δExc[n]

δn(r)
(3.44)

We initially do not try to solve equation (3.42) directly because of equation (3.42) is

merely a rearrangement of (3.30) and the explicit form of Ts[n] in terms of density

is as yet unknown. Rather, we follow the indirect approach designed by Kohn

and Sham; The Kohn-Sham treatment runs as follows. Equation (3.42) with the

constraint (3.31) is precisely the same equation as one obtains from conventional

density functional theory when one applies it to a system of noninteracting electrons

moving in the external potential vs(r) = veil(r). Therefore, for a given veff (r), one

obtains the ρ(r) that satisfies (3.42) simply by solving the N one-electron equations.

[
−1

2
∇2 + veff (r)

]
ψi = εiψi (3.45)

and

n(r) =
N∑
i

∑
s

|ψi(r, s)|2 (3.46)

Here, veff depends on n(r) through (3.44); hence, (3.43), (3.45) and (3.46) must

be solved self-consistently. One begins with a guessed n(r), constructs v eff (r)

from (3.43), and then finds a new n(r) from (3.45) and (3.46). The total energy

can be computed directly from (3.28) with (3.29). Equations (3.44)-(3.46) are the

celebrated Kohn-Sham equations. They deserve our careful derivation and analysis,

to which we proceed.

3.5 Solving the Kohn-Sham equations

We can solve the Kohn-Sham equations once we have roughly calculated the exchange-

correlation energy. The Kohn-Sham equations require self-consistent solutions and

have an iterative solution. The Hartree potential and the exchange-correlation

potential must be defined, and in order to define the Hartree potential and the

exchange-correlation potential, we must be aware of the electron density n(r). The
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Figure 3.1: Flow-chart-of-solving-the-Kohn-Sham-equation

KS equations offer a mechanism to precisely determine the density and energy of a

condensed matter system’s ground state using independent-particle techniques. The

KS Equations must be consistently solved given the effective KS potential VKS and

the constant KS. The terms n(r) and electron density go hand in hand. As seen in

Figure 3.1, this is often accomplished numerically by a few self-consistent iterations.

Starting with an initial electron density typically a superposition of atomic electron

densities the process then calculates the effective KS potential V KS and solves

the KS equation using single-particle eigenvalues and wave functions to produce a
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new electron density. Self-consistent conditions are then checked. The change in

total energy or electron density from the previous iteration, the total force acting

on atoms being less than a selected tiny quantity, or a combination of these distinct

conditions can be considered self-consistent conditions.f the self consistency is not

achieved, the calculated electron density will be mixed with electron density from

previous iterations to get a new electron density. A new iteration will start with

the new electron density. This process continues until self-consistency is reached.

After the self-consistency is reached, various quantities can be calculated including

total energy, forces, stress, eigenvalues, electron density of states,band structure,

etc. Solving the Kohn-Sham equation with a given Kohn-Sham potential VKSis the

phase that takes up the most time in the entire procedure. When boundary condi-

tions are used, there are numerous different methods for calculating the independent

particle electronic states in solids.

3.6 The Exchange-Correlation Functional in the

Kohn Schemes

The ex-change-correlation energy that emerges in the Kohn-Sham formalism and

its namesakes, the exchange and correlation energies, have fundamental distinctions

that we should also make clear at this point. In Hohenberg Kohn theorem the

functional is

E[n] =

∫
n(r)v(r)dr + F [n] (3.47)

Where

F [n] = T [n] + Vee[n] (3.48)

Therefore, Hohenberg Kohn changed the electron’s external potential as a result of

the nucleus, but this had a constraint regarding how the density would be broken

down into a wave function. The absence of a detailed description of electron and

electron interaction is another drawback. There are two types of terms in the in-

teraction between electrons: a classical term, or Hartree term, and a non-classical

term. The non-classical term that results from resolving several body systems is
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valued. There is a correlation among electrons in numerous bodily systems. and

produces corelation energy as a result. However, the Hohenberg-Kohn Theorem

makes no mention of this. We can now see that for each individual electron orbital

that contains an electron, the estimated kinetic energy was defined in terms of the

wave function in the Kohn-Sham equations. At the end, they added up all of the

electron orbitals for each person, totaling N electron orbitals, each of which takes up

ni = 1. In order to calculate the interaction in interacting system, the Hamilton has

been built for approximating kinetic energy and effective potential energy of each

individual electron from non-interacting system. By adding each hamiltonian cre-

ated from a single electron, the hamiltonian has finally been created. By resolving

the Schrödinger equation, we are able to create the ground state wave function and

ground state energy for a variety of bodily systems. However, there is no precise

explanation of how electrons and electrons interact in external potential.

The universal functional equation (3.40) in the Kohn-Sham scheme has a non-

classical term that refers to the exchange correlation of fermions (electrons) in many-

body systems. In the Khon-Sham Theorem, the precise kinetic energy of electrons

and the total amount of electron-electron interaction (V ee potential term) cannot

be calculated. Therefore, the definition of Exc[n] in equation (3.41) includes the

difference between the exact kinetic energy of electrons and the approximate kinetic

energy (in a reference frame without interaction) as well as the difference between

the electron-electron interaction term and the traditional Hartree term. Since only

we are capable of calculating Tn] roughly, the exchange correlation energy has up

until now been hampered by problems with the classical coulomb interaction. Be-

cause the true shape of the exchange-correlation functional is unknown, it’s difficult

to solve the Kohn-Sham equations. Two basic approximation methods have been

implemented to approximate the exchange-correlation functional. The local density

approximation (LDA) is he first effort to estimate the exchange-correlation func-

tional in DFT computations. The second well-known class of approximations to the

Kohn-Sham exchange-correlation functional is the generalized gradient approxima-

tion (GGA). In the GGA approximation, the local electron density and local gradient

in the electron density are included in the exchange and correlation energies [92].
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3.6.1 Local Density Approximation (LDA)

The exchange-correlation functional (LDA) is most easily approximated by the local

density approximation. According to the local density approximation, the energy

density of a homogeneous electron gas with the same electron density n(r) at every

site in the molecule has the value that would be provided by a homogeneous electron

gas with the same electron density n(r) at that place. Using the presumption that

a derivative is a nonlocal characteristic, the word ”local” was created to distinguish

the technique from those in which the functional is dependent both on r and on the

gradient (first derivative) of r. The local approximation is only practical in theory

for slowly varying densities. Despite the fact that atom and molecule densities are

sometimes exceedingly uneven, LDA nevertheless produces excellent results. Find-

ings from LDA for equilibrium structures, harmonic frequencies, and dipole moments

in molecules have been shown to be generally satisfactory [93]. The KS equations

(3.43), (3.45) and (3.46) while exactly incorporating the kinetic energy Ts[n], still

leave the exchange-correlation functional E xc [n] of (3.40) unsettled.An explicit

form for E xc [n] is needed to specify the KS equations. The search for an accu-

rate Exc[n] has encountered tremendous difficulty and continues to be the greatest

challenge in the density-functional theory. We describe in this section the simplest

approximation, the local approximation proposed by Kohn and Sham (1965). The

Thomas-Fermi functional for kinetic energy and the Dirac functional for exchange

energy were locally obtained using the uniform-electron-gas formula. We can apply

the uniform-electron-gas formula only for the unknown portion of the remaining en-

ergy functional now that the kinetic energy Ts[n] has been thoroughly dealt in the

KS scheme. The local-density approximation (LDA) for exchange and correlation

energy is thus introduced.

ELDA
xc [n] =

∫
n(r)εxc(n)dr (3.49)

where εxc(n) indicates the exchange and correlation energy per particle of a uniform

electron gas of density n. The corresponding exchange correlation potential of (3.43)
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then becomes

vLDAxc (r) =
δELDA

xc

δn(r)
= εxc(n) + n(r)

δεxc(n)

δn
(3.50)

and the KS orbital equations read

[
−1

2
∇2 + v(r) +

∫
n(r′)

|r − r′|
dr′ + vLDAxc (r)

]
(3.51)

The Kohn-Sham local density approximation (KS-LDA), often known as the LDA

approach in the literature, is defined by the self-consistent solution of (3.51).

3.6.2 Generalized-Gradient Approximation (GGA)

In many circumstances, the creation of multiple generalized-gradient approximations

(GGAs)that include density gradient corrections and larger spatial derivatives of the

electron density outperforms LDA. Becke (B88), Perdew, et al, and Perdew, Burke,

and Enzerhof are three of the most extensively utilized GGAs (PBE). The definition

of the XC energy functional of GGA is the generalized form of LSDA to include

corrections from density gradient n(r)as

EGGA
xc [n↑(r), n↓(r)] =

∫
n(r)εhomxc (n↑(r), n↓(r), |∇n↑(r)|,∇n↓(r)|, . . . . . .)dr

=

∫
n(r)εhomxc (n↑(r), n↓(r), |∇n↑(r)|,∇n↓(r)|, . . . . . .)dr (3.52)

Where FXC is dimensionless and εhomX (n(r)) is the exchange energy density of the

unpolarized HEG. FXC Can be decomposed linearly into exchange contribution FX

and correlation contribution FC as FXC = FX +FC . For a detailed treatment of FX

and FC indifferent GGAs. GGA beats LDA in forecasting molecular bond length

and binding energy, crystal lattice constants, and other parameters in general, espe-

cially in systems with rapidly changing charge density. When the lattice constants

from LDA calculations match actual data well, but GGA overestimates it, GGA

overcorrects LDA results in ionic crystals
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Computational details

In the present work, first principle calculations of K2TeCl6 are done using DFT

based computational WIEN2k code. For this purpose, full potential linearized aug-

mented plane-wave (FP-LAPW) method is used to study their structural, electronic,

elastic, and optical properties [94]. Also investigate the vacancy ordered double

perovskite K2TeCl6 under different pressure with respect to its electronic, optical

and mechnical properties. Firstly,using Perdew-Burke-Ernzerhof,and Generalished

Gradient Approximation (PBE-GGA),electronic structures are optimized for reduc-

ing the inter-atomic forces to stablize the structure [95]. We have optimized the

structure of K2TeCl6 through energy minimization where we calculate the lattice

parameters umder pressure like 0, 30, 60, 90, 120, 150, 180, 210 for each compo-

nent respectively. The energy convergence criterion was set to 10−5 Ry. The unit

cell is separated into the interstitial region and non-overlapping atomic spheres cen-

tered at the atomic sites in the FP-LAPW approach. The exchange and correlation

potential energies in the Kohn-Sham equation had been approximated using the

Perdew-Burke Ernzerhof generalized gradient approximation (GGA).

In FP-LAPW method, the basis set size in the interestial region is represented by as

RMT ×KMAX , Where RMT and KMAX are smallest muffin-tin-radii and maximum

plane-wave cut-off,respectively. We set RMT × KMAX = 8 for all calculation and
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the convergence of the basis set was controlled by the cut-off parameter −6 Ry.

The charge density and the potential in the interstitial region had been expanded

as a Fourier series with the largest wave vectors up to Gmax = 16. The charge

convergence is selected as 0.0001 e and energy convergence 0.00001 Ry during self-

consistency cycles. DFT calculations being sensitive to the choice of K-points,are

performed using for SCF, Band structure, and mechanical calculations, there are

4000 k-points in the brillouin zone, while there are 20000 for calculations of DOS

and optical characteristics. From the strain as a function of volume, the elastic

constants C11, C12 and C44 were determined under ambient and uniform different

pressure. According to characteristics of the cubic lattice’s symmetry, the elastic

constants can be determined via the IRelast program as C11, C12, and C44, which are

three independent constants. The structure and outputeos files have been kept in a

directory and applied the command for calculating elastic constant. Conventionally

the stability conditions of the elastic constants for cubic crystal are C11 − C12 > 0,

C11 > 0, C44 > 0, C11 + 2C12 > 0, C12 > B > C11.C11 represent resistance in

x-direction under linear compression [96]. Similarly, C44 indicates the resistance to

shear deformation under applied shear stress. In general, we state that C44 is con-

cerned with the hardness of the materia [97]. For both examined compounds, the

value of C12 is negative, which shows the reduction in transverse expansion when

stress is applied. From elastic constants (C11, C12, C44), we can easily determine

the elastic moduli, such as Young’s modulus (Y ), bulk modulus (B), and shear

modulus (G), by using Voigt-Reuss-Hill approximation [98] [99]. From elastic con-

stants (C11, C12, C44) we can easily determine the elastic moduli, such as Young’s

modulus (Y ), bulk modulus (B), and shear modulus (G), by using Voigt-Reuss-Hill

approximation.

B =
1

3
(C11 + 2C12) (4.1)

Y =
9BGV

3B +GV

(4.2)

G =
1

2
(GV +GR) (4.3)

Where, GV and GR are the Voigt shear modulus and Reuss shear modulus, respec-
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tively, and are determined by using the following relation [99]

GV =
1

5
(C11 − C12 + 3C44) (4.4)

GR =
5C44(C11 − C12)

3(C11 − C12) + 4C44

(4.5)

The elastic anisotropy factor, ‘A’ that gives vital particularities on structural sta-

bility is obtained from

A =
2C44

C11 − C12

(4.6)

Regarding full isotropic materials, ‘A’ is equal to one. That makes deviation from

the anisotropy of crystal.and anisotrophy constant can be defined by

AG =
(GV −GR)

(GV +GR)
(4.7)

When GV = GR, the AG = 0, which impiles the full isotropy, since AG obtains from

zero, we get higher anisotropy. Bulk modulus is used to calculate the resistance

to volume changes under pressure [100]and maybe simply computed using elastic

constants from Equation (4.1). Furthermore, Young’s modulus (Y ) is used to predict

a material’s stiffness whereas shear modulus (G) is a proportion of resistance to

reversible deformation under shear stress that helps to define a material’sm hardness

more precisely than the bulk modulus. Pugh’s ratio (B/G) is used to determine a

material’s brittleness or ductility [99]. If the B/G ratio is more than 1.75, the

compound is ductile; otherwise, it is brittle. The Poisson’s ratio v > 0.26 for

materials act like as ductile fashion and otherwise brittle fashion. For perfectly

elastic isotropic regions and perfectly incompressible material takes the ν values

0.25, 0.5 correspondingly.
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Chapter 5

Results and Discussion

5.1 Structural Properties

The crystallographic structures along with the first Brillion zone for vacaency or-

dered cubic 225 (Fm3̄m) double perovskite K2TeCl6 are presented in Figure 5.1.

The geometrical structure contains octaheddron of TeCl6 with interstitial sites filled

by K atoms. The octahedrons are seperated by 12-fold coordinates of Cl atoms.

Figure 5.1 shows that K and Te atoms are surronded by 12 and 6 halogen respec-

tively. In this cubic structural arrangements of atoms K, Te, and Cl atoms occupy

8c, 4a, and 24e Wyckoof sites with fractional coordinates (1/4, 1/4, 1/4), (0, 0, 0)

and (0.24, 0, 0), respectively [101]. The optimization plots for total energy versus

volume after fitting with Murnaghans equation of states. It is evident that the

minimization of energy is held at the lowest point of Figure 5.2. For meaningful

discussion of the physical properties, evaluation of stability conditions for the struc-

ture and dynamic nature is important. The structrual stability of vacancy ordered

double perovskites has been confrimed by computing Goldschmidt tolerance factor

that is mathmatically expressed as

tf =
(rK + rCl)√
2(rTe + rCl)

. (5.1)

42



Results and Discussion

Figure 5.1: Crystal structure of cubic K2TeCl6 vacancy ordered double perovskite.
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Figure 5.2: The optimized energy verse volume optimization plots of K2TeCl6.

where rCl, rTe, and rK are radii of Cl, Te, and K atoms, respectively. The ideal value

of tolerance factor for cubic perovskite is 1.0. However, the range of Tf from 0.96

to 1.04 is also considered best. The reported values of K2TeCl6 is 0.98. The value

of tolerence factor expressing structrual stability of the cubic materials is unity, and

deviated values indicate structrual instability [102].
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5.2 Elastic property

The elastic properties of materials provide a necessary knowledge on their mechanical

strength also the elastic constant gives us a better ability to understand how the solid

mechanical stability can change under the forces. We investigate elastic constants

(C11, C12, C44,) under ambient conditions for K2TeCl6. The existence of the crystal

isn’t possible in the stable or meta-stable state unless its elastic constants obey the

generalized mechanical stability criteria [103]. Our calculated values of the elastic

constants and Bulk moduli properly follow the cubic stability criteria. From the

values of the elastic constants, mechanical properties like Young’s modulus (Y ),

which presents the strength of the material; the bulk modulus (B), which describes

the stiffness of a material, higher the value of B, the higher its stiffness resistance is;

and the shear modulus (G),which describes the calculated plastic twist of a material.

The obtained value of the shear modulus is 13.457 GPa, which is small, meaning

that the compound shows less plastic twist. The value of Young’s modulus (Y ) was

obtained from the bulk modulus (B) and the shear modulus (G). In order to define

the ductile or brittle behavior of K2TeCl6,we obtained the B/G ratio, which was

calculated to be 2.098 and shows a ductile nature. An estimation of ductility and

brittlenesscan also be obtained from the Cauchy pressure value (C12–C44); positive

values characterize a material as ductile and negative values as brittle. From the

information in Table 5.1, it is clear that the Cauchy’s pressure is positive for K2TeCl6,

which emphasize its ductile nature. Poisson’s ratio ν is another rule utilized for

determining the ductility and brittleness of a compound. If its value is greater than

0.26, the material possesses ductile nature; otherwise, the material is considered to

be brittle. Table 5.1 shows that Poisson’s ratio for K2TeCl6 is close to 0.26, which

confirms its ductile nature. Poisson’s ratio ν’ also gives knowledge about the bonding

forces available in solid materials. For central force solids, Poisson’s ratio has a range

of 0.25 to 0.5. From the data in Table 5.1, it is clear that our computed Poisson’s

ratio lies in this range, implying that the bonding forces are of central types. As

per our insight, no theoretical or experimental data exist in the literature on this

compound for elastic properties to which we can compare our work. We believe that

our work can stimulate further research in this direction in the future. Furthermore,
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Table 5.1: lattice constant (a0), Band gap, the estimated elastic constant C11, C12, and

C44, the bulk modulus(B), the elastic anisotropy factor (A), the percentages of anisotropy

(AG), Cauchy’s pressure, Youngs Modulus (Y ), the shear modulus(G), B/G ratio and

Poissons ratio (ν) for K2TeCl6 at ambient pressure.

Specification K2TeCl6

a0 10.50

Band gap (eV) 2.622

C11(GPa) 61.36

C12(GPa) 11.67

C44(GPa) 8.70

B(GPa) 28.23

A 0.350

AG 0.126

Cauchy’s pressure 2.97

Y(GPa) 38.57

G(GPa) 13.45

B/G 2.09

ν 0.294

The mechanical properties and structural stability of a material are often assessed

using the elastic constants. The elastic nature describes how a material deforms

under strain before recovering and returning to its original shape once the load is

removed. It is important to reveal information about the binding properties between

adjoining atomic planes, the anisotropic nature, and structural stability. A cubic

compound has three independent elastic constants: C11, C12, and C44. Table 5.2

lists the computed C11, C12,C44 , and Cauchy pressure (C12 − C44) for K2TeCl6

compound under pressure. The calculated elastic constants suggest that the studied
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Table 5.2: Calculated the estimated elastic constant C11, C12, and C44, Cauchy’s pressure

(C12 − C44) of K2TeCl6 at various applied pressures.

Pressure(GPa) C11 C12 C44 C12 − C44

0 61.36 11.67 8.70 2.97

30 152.53 25.36 13.47 11.88

60 188.26 29.92 10.19 19.72

90 212.82 32.74 10.97 21.77

120 231.97 34.86 12.60 22.25

150 247.63 36.66 11.39 25.27

180 261.39 38.22 12.06 26.16

210 273.82 39.47 12.57 26.90

compound is mechanically stable even under applied pressure. In addition, (C12 −

C44) can identify the brittleness and ductility of materials. If (C12 − C44) possesses

a positive (negative) value, the material should be ductile (brittle). Therefore,

the titled compound is expected to be ductile because of having positive values of

(C12−C44) Table 5.2. Increasing pressure, this compound is slightly more effective for

ductility. Various fundamental mechanical properties, including the bulk modulus B

(GPa), the shear modulus G (GPa), Youngs Modulus Y (GPa), the elastic anisotropy

factor (A), the percentages of anisotropy (AG), B/G ratio and Poissons ratio (ν)

of K2TeCl6 at various applied pressures are determined using the estimated elastic

constant and presented in Table 5.3. The B and G stand for fracture resistant

and plastic deformation, respectively. Y is a measure of material’s stiffness and

has proportional relationship. However, the application of pressure induces more

resistance to fracture and plastic deformation as well as makes them stiffer than that

exhibited by the compounds without pressure. The critical value of ν to distinguish

a materials’ ductile or brittle nature is 0.26. A material is said to be ductile if ν is

larger than 0.26. Thus, K2TeCl6 compound is concluded as ductile materials Table
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Table 5.3: The calculated the bulk modulus B (GPa), the shear modulus G (GPa),

Youngs Modulus Y (GPa), the elastic anisotropy factor (A), the percentages of anisotropy

(AG), B/G ratio and Poissons ratio (ν) of K2TeCl6 at various applied pressures

Pressure(GPa) B G Y A AG B/G ν

0 28.23 13.45 38.57 0.350 0.126 2.098 0.294

30 67.75 26.59 86.32 0.211 0.260 2.547 0.326

60 82.70 26.71 98.37 0.128 0.414 3.094 0.354

90 92.77 29.76 110.83 0.121 0.431 3.117 0.355

120 100.56 33.17 121.96 0.127 0.416 3.034 0.351

150 106.99 33.37 127.59 0.107 0.469 3.205 0.358

180 112.61 35.31 134.90 0.108 0.468 3.189 0.358

210 117.53 36.96 141.33 0.107 0.471 3.179 0.357

5.3. Another essential feature is B/G, which has a crucial value of 1.75 to divide

solid materials into ductile or brittle. The calculated values of B/G also reveal the

ductile behavior Table 5.3.

5.3 Electronic property

To observe the potential area for practical applications of the studied compounds

investigating the band structure and density of states. The knowledge of electronic

band structures and density of states plays a prominant role for understading the

physical properties of any material. The calculated band structure plotted along

with high symmetry directions in the first Brillion zone and density of states are

presented in Figure 5.3 and Figure 5.4 respectively. The ability to classify materials

such as metals, semimetals, insulator, and semiconductor requries an understanding

of electronic band structure. The valance band maxima lie at W or X symmetry

directions, while conduction band minima lie at L symmetry direction in the first

Brillion zone. Thus from band structures it is evident that the K2TeCl6 perovskite

47



Results and Discussion

W           L           Γ X           W           K           

-2

0

2

4

6

8

10

E
n
er

g
y
(e

V
)

E
F

Figure 5.3: Band structure plotted using PBE approximation of K2TeCl6 at ambient

pressure.

derivatics represent indirect band gap semiconductor because the top of valance

bands and the bottom of conductions band are located in different direction in first

Brillion zone. The band gap calculated for K2TeCl6 is 2.622 eV at ambient pres-

sure. Because holes have a somewhat higher effective mass than electrons, there

are more states at the valance band edge (which is significantly closer to the fermi

level) than in the conduction band. As a result, the investigated double perovskite

seems to exhibit p-type nature. Figure 5.4(a) represent the total density of states

for K2TeCl6, the contribution of elements mainly lies below the fermi level com-

pared to avobe fermi level. Figure 5.4 (b,c,d) illustrates the partial density of states

of K2TeCl6 which are plotted, see the role of sublevels in the hybridization. The

density of states and Band structure have small difference because of theoritical

approximations in DFT calculations. In this energy, hybridization among p-states

of Cl, p-state of Te and traces of s-states of K occurs. From Figure 5.4(a), Dos
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Figure 5.4: a) Total density of states of K2TeCl6, b) Partial density of states of K, c)

Partial density of states of Te, d) Partial density of states of Cl at ambient pressure.

Table 5.4: Change of lattice parameter and band-gap under different pressure

Pressure(GPa) Lattice parameter(a0) Band-Gap(eV)

0 10.50 2.622
30 9.65 2.438
60 9.44 2.267
90 9.31 2.137
120 9.22 2.032
150 9.15 1.943
180 9.10 1.865
210 9.06 1.797

contribution in the valance band region is higher than the conduction band. We

get the higher peak of density of states in the valance band. In K2TeCl6 systems

the Cl atom contribution in the density of states is higher than other atoms. The

energy region -4.5 eV to -5.0 eV reveals hybridization between Cl-3p and Te-4p

states. On the other hand,in conduction band contains the energy ranges 3.0 eV to

4 eV hybridization occurs between Cl-3p and Te-4p states. The effect of different

pressure on the electronic properties have also been studied comprehensively by the

PBE-approximation method. It is very important to check the effect of pressure on
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Figure 5.5: Band structure of K2TeCl6 vacancy ordered double perovskite under (a) 0

GPa (b) 30 GPa (c) 60 GPa (d) 90 GPa pressure.

electronic properties,which in turn gives us information about surface properties. Ef-

fect of pressure on electronic properties has been studied intensively by reducing the

lattice parameter from its equilibrium value. We conducted band-gap calculations

under varying pressures to investigate the response of our compound to pressure

changes. The variation of band gap under different pressure has shown in Table 2.1.

The lattice constant decreases as the pressure increases, as seen by the data in the

table. The calculated band structures,along with high symmetry directions of BZ

are reported in Figures 5.5 and 5.6 under different pressures. The horizontal line
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Figure 5.6: Band structure of K2TeCl6 vacancy ordered double perovskite under (e) 120

GPa (f) 150 GPa (g) 180 GPa (h) 210 GPa pressure.

at 0 eV denotes the fermi level for all pressure. For K2TeCl6 compounds at 0 GPa

there is a indirect band gap of 2.622 eV as valence band maxima and conduction

band minima are located in different direction in first Brillion zone. On applying

the pressure, the band gap significantly reduces because of the expansion in the

energy bands. At 30 GPa, band gap increase an amount of 2.438 eV compared to

0 GPa. As the pressure is increased up to 210 GPa, the band gap significantly re-

duces to value of 1.797 for K2TeCl6. Accordingly, it can be said that when pressure

increases, a growing number of electrons shift from the valence to the conduction

bands, enhancing conductivity and other optoelectronic properties that are better
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suited for device application. To strongly understand the electronic properties of

the material of interest, We have computed the total density of states and partial

density of states using PBE. At different pressures, we draw diagrams representing

the density of states. It has been observed that the density of states at the fermi

level changes as the pressure changes.We may compare it to band-gap since pres-

sure changes cause a change in the band-gap. So the energy distance between the

conduction band and valance band from Fermi lebel is also change. The total den-

sity of states of pressurized K2TeCl6 is computed and depicted in Figure 5.7(a) as

compared ambient pressure in order to clarify the potential electrical transition from

the valence to the conduction band and recombination among the component states.

The vertical dashed line at 0 eV denotes the fermi energy EF . The total density of
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Figure 5.7: a)Total density of states of K2TeCl6 vacancy ordered double perovskite,

b)Total density of states of K atom, c) Total density of states of Te atom, d)Total density

of states of Cl atom at ambient and different pressure.

states of pressurized K2TeCl6 is computed in Figure 5.7(a) as compared to 0 GPa

and shows that all sharp peak subjected to pressure gradually move downward and

the topmost valence electronic states in the regiopn of -2 to -4 eV shift to 2 to 6 eV
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in the conduction band. Figures 5.7(b,c,d) illustrate the total density of states rep-

resenting the contribution of individual atoms in both ambient and uniform pressure

conditions.

5.4 Optical property

The optical characteristics of the considered K2TeCl6 include dielectric function,

absorption coefficient, optical condutivity, reflectivity,and refractive index. The op-

tical characteristics of a materials are very important for its probable use in IR,

electronic,and optical applications. The type of interaction between the incident

electrmagnetic frequency and the bound lattice constant (a0) electrons in the va-

lence band affects the optical response. The type of the recombination is used to

assess the potential of the materials for optoelectronic applications as the bound elec-

trons absorb the incident energy and transition to the conduction band [104, 105].

All optical parameters were calculated for K2TeCl6 double perovslites are plotted

against to 0-12 eV energy. The real dielectric function ε1(ω) as well as imaginary

dielectric function ε2(ω) of K2TeCl6 is presented in Figure 5.8 and 5.9 respectively.

5.4.1 Dielectric Function

The dielectric function ε(ω) is very useful for describing the optical nature of given

material and different optical variables. The dielectric function is represented by

ε(ω) = ε1(ω) + iε2(ω). (5.2)

where ε1(ω) and ε2(ω) are the real and imaginary components of the dielectric

function,respectively. The real part of the dielectric constant illustrates the light

polarization, while the imaginary part show light absorption by the materials. The

static values of ε1(ω) are releated with the threshold values for optical absorption

(optical bandgap Eg according to penn’s model that is reoresented as ε1(0) ≈ 1 +

(~ωp/Eg)2, here ωp and ~ are plasma resonance frequency and plancks constant,

respectively [106]. The ε1(ω) and ε2(ω) are related through Kramer-Kroning relation
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[107].

ε1(ω) = 1 +
2

π
P

∫ ∞
0

ω′ε1(ω
′)

ω′2− ω2
dω′. (5.3)

ε2(ω) =
e2h′

πm2ω2

∑
v

c

∫ ∞
BZ

|Mcv(k)|2δ[ωcv(k)− ω]d3k. (5.4)

where P and k show principle quantum number and wave vector, respectively. The

h is planks constant, ω is the angular frequency, and M is molar mass. The Figure
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Figure 5.8: Real dielectric function of K2TeCl6 vacancy order double perovskite under

0, 30, 60, 90, 120, 150, 180, 210 GPa hydrostatic pressure.

5.8 shows variation of real dielectric constant ε1(ω) with energy. The ε1(ω) exhibites

3 eV for static dielectric constant ε1(0) and increases with the energy of the incident

electromagnetic wave. From the graph it is evident that ε1(ω) first increases with

energy and after getting a peak value it is decreases. The negative ε1(ω) expresses

that the typical semiconductor behavior is changed into metallic behavior in the

studied vacancy order perovskite. The pressure dependency dielectric constant of

K2TeCl6 vacancy order perovskite has shown in Figure 5.8 and 5.9 respectively. At

0 GPa, the static part of ε1(ω), expressed as ε1(0), is 3 at 0 eV, and it improves with
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energy and attains a maximum around 3.24 eV. Interestingely, decreasing band gap

due to the applied increasing pressure shifts this maximum to the higher energy, as

is evident in Figure 5.8, illustrating the tunable transparency for the visible radi-

ations suggest potential optical applications. The variation of imaginary dielectric

function ε2(ω) plotted against the energy range 0-12 eV is shown in Figure 5.9. The
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Figure 5.9: Imaginary dielectric function of K2TeCl6 vacancy order double perovskite

under 0, 30, 60, 90, 120, 150, 180, 210 GPa hydrostaic pressure.

ε2(ω) shows light absorption when a light of suitable frequency falls on it. Threshold

values for light absorption are proportional to the optical band gaps,and after these

threshold energies, absorption of light starts. This threshold values is 2.8 eV as cal-

culeted from ε2(ω) for K2TeCl6. The imaginary dielectric constant ε2(ω) is exhibits

positive values at all energy, and overall higher energy shifts with increasing the

external pressure. In Figure 5.9, ε2(ω) shows maximum values at 9 eV and then

decreses linearly with the increasing pressure.
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5.4.2 Absorption Coefficient

Absorption coefficients are the measure of light that might be absorbed by a given

thickness of a material. When a substance is exposed to outside light, both transmis-

sion and surface reflection are visible. The gradual decay of the impinging intensity

when light travels a unit distance in the medium reveals absorption coefficients.

The absorption coefficient α(ω) also describes how much light energy absorbed by

semiconductor and sharp absorption edges for theimpinging energy exceeding the

bandgap is very important to determine bandgap. The α(ω) and ε2(ω) both rep-

resent absorption of light. In Figure 5.10, At ambient pressure we can see the
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Figure 5.10: Absorption coefficient of vacancy order double perovskite K2TeCl6 under

0, 30, 60, 90, 120, 150, 180, 210 GPa hydrostatic pressure.

absorption coefficient for K2TeCl6. The range of photon energies for visible light

is 1.63 eV to 3.26 eV. As the incident energy increases,the absorption coefficient

increases in the visible region and much larger absorption coefficients are observed

in the ultraviolet(UV) region. Increasing pressure at early UV region, of absorption

coefficient decreases and after 8 eV absorption increases as the photon energy in-

56



Results and Discussion

creases. The diagrams of absorption coefficient under various pressure can be seen

in Figure 5.10.

5.4.3 Optical Conductivity

Optical conductivity σ(ω) determines the ability of a medium to initiate a phe-

nomenon of conduction as the electromagnetic radiations try to propagate through

it. The optical conductivity σ(ω) illustrates the optical current induced due to the

liberated free carries as a result of incident energy. The incident photon energy
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Figure 5.11: Optical conductivity of K2TeCl6 halide double perovskite under 0, 30, 60,

90, 120, 150, 180, 210 GPa hydrostatic pressure.

excites bound valence electrons to move to the conduction band. The behavior of

optical conductivity and absorption coefficient plots are similar because attenua-

tion of incident light increases electron concentration in the conduction band. The

graphical representation of optical conductivity as a function of photon energy illus-

trates in Figure 5.11 at ambient and under uniform pressure. The peaks of optical

conductivity gets sharps with the application of hydrostatic pressure in UV region
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( at 9 eV) with applied pressure. The pressure-induced change in band structure is

another factor that supports this conclusion.

5.4.4 Optical Reflectivity

Reflectivity is an optical property of material, which describes how much light is

reflected from the material with an amount of light incident on the material. A

fraction of energy which bounces back from the material medium is calculated as

reflectivity R(ω). The energy dependent R(ω) dispersion for the studied double

perovskite is shown in Figure 5.12. This reflectivity values are associated with real
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Figure 5.12: Optical reflectivity of K2TeCl6 vacancy order double perovskite under 0,

30, 60, 90, 120, 150, 180, 210 GPa hydrostatic pressure.

dielectric constant because highest reflectivity is echibited for the energy values

where negative ε1(ω) is exhibited. At ambient pressure, reflectivity starts increas-

ing after the threshold and peak occurs at the boundary of the visible and makes

a sharp peak at 6 eV. To investigate deeply the surface behavior of the material,

its reflectivity is measured which is equal to the ratio of incident power to reflected

power. The reflectivity R(0) computed at zero frequency expand with applied differ-
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ent pressure,as illustrated in Figure 5.12. Figure 5.12 shows that the zero frequency

limit of reflectivity for K2TeCl6 is equal to 0.129, 0.127, 0.128, 0.130, 0.131, 0.132,

0.133 at (30, 60, 90, 120, 150, 180, and 210) GPa respectively. It then increase from

its zero limit as with the increase in pressure and reached at the highest peak of

reflectivity after 9 eV. Under applied pressure reflectivity increases linearly with the

increased photon energy.

5.4.5 Refractive Index

Generally light traversing any material travels slowly as compared to vaccum. This

light speed dependence over the density of the material can be evalutated by calcu-

lating refractive index. The refractive index n(ω), that is sensitive to the wavelength,

group velocity, and nature of the material, is also computed plotted against energy

in Figure 5.13. The change of n(ω) with respect to the energy is like ε1(ω) and both
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Figure 5.13: Refractive index of vacancy ordered double perovskite K2TeCl6 under 0,

30, 60, 90, 120, 150, 180, 210 GPa hydrostatic pressure.

express same information about the material. The relation between static values

of real dielectric constant and refractive index ,n(0) = ε21(0) is satisfied as evidient
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from static real dielectric constant. Furthermore, the analysis of n(ω) in the energy

range of 1-3 eV reveals that this compound is important for optical applications due

to its unique optical properties in both the infrared and ultraviolet energy ranges.

This is attributed to their unique optical properties in both the infrared and ultra-

violet energy ranges. The value n(ω) is 1.73 for K2TeCl6 make them more suitable

for visible light energy conversion solar cells. The static refractive index n(0) de-

termined at ω = 0 expand with the applied pressure 0, 30, 60, 90, 120, 150, 180,

210 GPa, respectively. The change between the refractive index and photon energy

under different pressure has shown in Figure 5.13.
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Chapter 6

Conclusion

In this thesis, we investigated the vacancy-ordered double perovskite K2TeCl6 for

optoelectronic applications using density functional theory as implemented in the

WIEN2k code. We explored the structural, mechanical, electrical, and optical prop-

erties of K2TeCl6 under uniform hydrostatic pressures up to 210 GPa, compared to

the ambient conditions.

Our study investigates the material’s characteristics under various pressure levels,

revealing a reduction in lattice parameter with decreasing volume and bond lengths.

Calculated electronic properties depict K2TeCl6 as a semiconductor with an indirect

band gap, where the lowest energy bands in the conduction region and the highest

energy bands in the valence region are located in different symmetry points in the

first Brillouin zone. As pressure increases, the band gap decreases from 2.622 eV to

1.797 eV. At ambient pressure, Cl significantly contributes to the valence band, while

Tl dominates the conduction band. At ambient condition, analysis of mechanical

properties shows that the material exhibits ductile nature, with Poisson’s ratio and

Pugh’s ratio greater than 0.26 and 1.75 respectively. Furthermore, the compound

becomes more ductile and stable under hydrostatic pressure compared to ambient

condition, making it suitable for pressure sensing applications in industrial and

automotive systems.
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Conclusion

Optical characteristics undergo alterations in response to pressure variation, with

the maximum absorption region spanning from visible to ultraviolet, suggesting suit-

ability for solar cells and other optoelectronic applications. These responsive optical

characteristics, particularly the broad absorption region, make K2TeCl6 suitable for

optoelectronic applications such as photodetectors, LEDs, and solar cells, indicating

its potential for practical device application.

In summary, with semiconducting nature and tunable electronic properties under

different hydrostatic pressures, K2TeCl6 could be a promising candidate for opto-

electronic applications.
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[81] Nandor L Balàzs. Formation of stable molecules within the statistical theory

of atoms. Physical review, 156(1):42, 1967.

[82] Walter Kohn and Lu Jeu Sham. Self-consistent equations including exchange

and correlation effects. Physical review, 140(4A):A1133, 1965.

[83] J Pierre, RV Skolozdra, J Tobola, S Kaprzyk, C Hordequin, MA Kouacou,

I Karla, R Currat, and E Lelievre-Berna. Properties on request in semi-heusler

phases. Journal of alloys and compounds, 262:101–107, 1997.

72



Bibliography

[84] Jan Adriaan Berger. Current-density functionals in extended systems. Univer-

sity library groningen][Host], 2006.

[85] Walter Kohn. Density functional theory: Basic results and some observations.

Density functional methods in physics, pages 1–9, 1985.

[86] Juan Carlos Cuevas. Introduction to density functional theory. Universität

Karlsruhe, Germany, 2010.

[87] Klaus Capelle. A bird’s-eye view of density-functional theory. Brazilian journal

of physics, 36:1318–1343, 2006.

[88] Mel Levy. Universal variational functionals of electron densities, first-

order density matrices, and natural spin-orbitals and solution of the v-

representability problem. Proceedings of the national cademy of sciences,

76(12):6062–6065, 1979.

[89] Elliott H Lieb. Density functionals for coulomb systems. Inequalities: Selecta

of Elliott H. Lieb, pages 269–303, 2002.

[90] Swapan K Ghosh. Energy derivatives in density-functional theory. Chemical

physics letters, 172(1):77–82, 1990.

[91] Eugene S Kryachko and Eduardo V Ludeña. Energy density functional theory

of many-electron systems, volume 4. Springer Science & Business Media, 2012.

[92] Zenebe Assefa Tsegaye. Density functional theory studies of electronic and

optical properties of ZnS alloyed with mn and cr. Master’s thesis, Institutt

for fysikk, 2012.

[93] L Mehdaoui, R Miloua, M Khadraoui, MO Bensaid, D Abdelkader, F Chiker,

and A Bouzidi. Theoretical analysis of electronic, optical, photovoltaic and

thermoelectric properties of AgBiS2. Physica B: condensed matter, 564:114–

124, 2019.

[94] Yao Cai, Wei Xie, Hong Ding, Yan Chen, Krishnamoorthy Thirumal, Ly-

dia H Wong, Nripan Mathews, Subodh G Mhaisalkar, Matthew Sherburne,

73



Bibliography

and Mark Asta. Computational study of halide perovskite-derived A2BX6

inorganic compounds: chemical trends in electronic structure and structural

stability. Chemistry of materials, 29(18):7740–7749, 2017.

[95] Murugesan Rasukkannu, Dhayalan Velauthapillai, and Ponniah Vajeeston. A

first-principle study of the electronic, mechanical and optical properties of in-

organic perovskite Cs2SnI6 for intermediate-band solar cells. Materials letters,

218:233–236, 2018.

[96] Yuanyuan Kong, Yonghua Duan, Lishi Ma, and Runyue Li. Phase stability,

elastic anisotropy and electronic structure of cubic MAl2 (M= Mg, Ca, Sr and

Ba) laves phases from first-principles calculations. Materials research express,

3(10):106505, 2016.

[97] E Deligoz and H Ozisik. Mechanical and dynamical stability of TiAsTe com-

pound from ab initio calculations. Philosophical magazine, 95(21):2294–2305,

2015.

[98] Aneeza Iftikhar, Afaq Ahmad, Iftikhar Ahmad, and Muhammad Rizwan. Dft

study on thermo-elastic properties of Ru2FeZ (Z= Si, Ge, Sn) heusler alloys.

International journal of modern physics B, 32(05):1850045, 2018.

[99] R Hill. First-principles elastic constants for the hcp transition metals fe, co,

and re at high pressure. In Proc. Phys. Soc, volume 65, page 350, 1952.

[100] SF Pugh. Xcii. relations between the elastic moduli and the plastic properties

of polycrystalline pure metals. The London, Edinburgh, and Dublin Philosoph-

ical Magazine and Journal of Science, 45(367):823–843, 1954.

[101] NA Noor, W Tahir, Fatima Aslam, and A Shaukat. Ab initio study of struc-

tural, electronic and optical properties of Be-doped CdS, CdSe and CdTe

compounds. Physica B: condensed matter, 407(6):943–952, 2012.

[102] Alexander E Fedorovskiy, Nikita A Drigo, and Mohammad Khaja Nazeerud-

din. The role of goldschmidt’s tolerance factor in the formation of A2BX6

74



Bibliography

double halide perovskites and its optimal range. Small methods, 4(5):1900426,

2020.

[103] GV Sin’Ko and NA Smirnov. Ab initio calculations of elastic constants and

thermodynamic properties of bcc, fcc, and hcp al crystals under pressure.

Journal of physics: condensed matter, 14(29):6989, 2002.

[104] Lalhriatpuia Hnamte, Sandeep Sandeep, Himanshu Joshi, and RK Thapa.

Electronic and optical properties of double perovskite Ba2VMoO6: Fp-lapw

study. In American institute of physics conference proceedings, volume 1953.

American institute of physics publishing, 2018.

[105] Yao Cai, Wei Xie, Yin Ting Teng, Padinhare Cholakkal Harikesh, Bi-

plab Ghosh, Patrick Huck, Kristin A Persson, Nripan Mathews, Subodh G

Mhaisalkar, Matthew Sherburne, et al. High-throughput computational study

of halide double perovskite inorganic compounds. Chemistry of materials,

31(15):5392–5401, 2019.

[106] David R Penn. Wave-number-dependent dielectric function of semiconductors.

Physical review, 128(5):2093, 1962.

[107] F Tran. Wien2k: An augmented plane wave plus local orbitals program for

calculating crystal properties. 2018.

75


	Introduction
	Basic Quantum Mechnics
	The wave function
	Born-Oppenheimer approximation
	The Hatree-Fock approach
	Limitations and failings of the Hartree-Fock approach

	Density Functional Theory
	A new base variable - the electron density
	Thomas-Fermi Theory
	Hohenberg-Kohn theorems
	Theorem 1
	Theorem 2
	Advantages and limitations of Hohenberg-Kohn Theorem

	The Kohn-Sham equations
	Solving the Kohn-Sham equations
	The Exchange-Correlation Functional in the Kohn Schemes
	Local Density Approximation (LDA)
	Generalized-Gradient Approximation (GGA)


	Computational details
	Results and Discussion
	Structural Properties
	Elastic property
	Electronic property
	Optical property
	Dielectric Function
	Absorption Coefficient
	Optical Conductivity
	Optical Reflectivity
	Refractive Index


	Conclusion

